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#### Abstract

A detailed account is given of a high statistics experiment measuring the reaction $\pi^{-} p \cdot \pi^{-} \pi^{+} n$ at $17.2 \mathrm{GeV} / c$. The spark chamber and counter triggering sy stem are desribed The methods of data analysis are described, in particular the determination of angular distributions from apparatus with limited acceptance. Fxperimental data and their interpretation are presented.


## 1. Introduction

Using a wire chamber spectrometer installed at CERN during $1970 \quad 1971$ we have investigated various quasi two-body reactions with high event statistics, recording a total of $12 \times 10^{6}$ triggers. Some results of these measurements have already been reported elsewhere [1--13].

In this paper we present a study of the reaction

$$
\begin{equation*}
\pi^{-} \mathrm{p} \rightarrow \pi^{+} \pi \cdots \tag{1}
\end{equation*}
$$

at $17.2 \mathrm{GeV} / \mathrm{c}$ beam momentum which has been performed with just over 300000 reconstructed events, the largest data sample of a specific reaction analysed with our apparatus. The performance of the spectrometer and the analysis procedures applied, as explicitly described in this study, are representative of the experimental methods we have employed for all reactions measured in our set-up.

In this experiment the momenta of the secondary pions were measured, and the undetected neutron was identified by calculating the missing mass. With this tech-

[^0]nique the detection efficiency is insensitive to the proton-neutron four-momentum transfer $t$ in the range $0<|t| \leqq 0.6(\mathrm{GeV} / c)^{2}$, unlike an experiment which detects the neutron and necessarily has zero efficiency at $t=0$.

Reaction (1) has previously been studied for many years in many experiments [14-17]. However, the very fact that the knowledge about this reaction had reached a certain level of theoretical understanding demanded experiments with high statistics which could decide on specific theoretical questions.

The main interest in this reaction lies in the study of the $\pi^{+} \pi$ system, its resonant states or more generally $\pi \pi$ phase shifts, and in the investigation of the production mechanism with its various aspects of particle (trajectory) exchanges and absorption effects. Especially for the $\pi \pi$ phase-shift analysis, high event statistics are a necessity if one is to decide between ambiguities in phase-shift solutions. Similarly, for investigating the vector-dominance relations between $\rho^{0}$ production in reaction (1) and $\pi$ photoproduction, high statistics are indispensable.

In sects. 2 and 3 of this paper we give a description of the spectrometer and our method of analysis. Sect. 4 shows the general experimental results on reaction (1) such as differential cross sections, spherical harmonic moments of the $\pi^{+} \pi$ angular distribution, resonance parameters for the observed $\rho, \mathrm{f}$ and g mesons, and $\pi \pi$ phase shifts. A more detailed treatment of these topics, and comparison of the results with theoretical models, have been and will be treated elsewhere $[4,5,8,10]$.

## 2. Apparatus

The apparatus we used was a single-arm spectrometer for the measurement of fast forward-going particles (fig. 1). It consisted of a 50 cm long liquid-hydrogen target $\mathrm{H}_{2}$, three sets of spark chambers $\left(\mathrm{W}_{1}, \mathrm{~W}_{2}, \mathrm{~W}_{3}\right)$, an analysing magnet M , and scintillation and Cerenkov counters for trigger selection and particle identification. The following convention is used for the coordinate system: the $z$-axis is defined by the direction of the incoming beam, $x$ denotes the horizontal axis, and $b$ the vertical axis.


Fig. 1. Apparatus. Details are described in text.

### 2.1. Beam

The experiment used an unseparated negative beam. produced in a $6 \times 6 \times 120$ $\mathrm{mm}^{3}$ tungsten target in a slow ejected proton beam. The production angle was 22 mrad. Pions up to a momentum of $18.8 \mathrm{GeV} / \mathrm{c}$ could be obtained. The particles were focused with a quadrupole doublet on to an adjustable momentum slit and then refocused on to the hydrogen target through a triplet of quadrupoles. Two bending magnets before and after the intermediate focus deflected the beam from the primary proton line by 250 mrad . The beam was not corrected for chromatic dispersion. At the second focus the measured value of the dispersion was 8.5 mm for $\Delta p / p=1 \%$. The beam intensity was regulated with a collimator to about 60000 pions per burst of 300 msec . Due to a beam-defining anticoincidence counter and a pile-up rejection system, the effective heam was 35000 particles per burst. For this intensity and for $17.2 \mathrm{GeV} / \mathrm{c}$ beam momentam the spread was $\pm 0.75 \%$.

The horizontal and vertical dimensions of the beam were $\Delta x=7 \mathrm{~mm}$ and $\Delta y=$ 8 mm at the position of the hydrogen target. The beam divergences were $\Delta \theta_{x}=8.7$ $\operatorname{mrad}$ and $\Delta \theta_{y}=3.0 \mathrm{mrad}\left(\Delta x \cdot \Delta y \cdot \Delta \theta_{x}, \Delta \theta_{y}=\right.$ full width at half maximum $)$.

The beam contained a background of $(2.4 \pm 0.5) \%$ muons. $(0.4 \pm 0.05) \%$ kaons. less than $0.4 \%$ electrons, and about $0.04 \%$ antiprotons. Kaons and antiprotons were tagged by two beam Cerenkov counters C1, C2 filled with $\mathrm{CO}_{2}$ at 0.3 atm pressure and propane at 1.2 atm pressure, respectively.

### 2.2. Spark chambers

Fig. I shows the position of the wire spark chambers. The first set $W_{1}$. in front of the target. was used to measure the direction of the incident beam. The direction of the charged secondary particles was measured in the set $W_{2}$. The third set $W_{3}$ was used to measure the deflections of these particles in order to determine their momenta.

Table 1
Fisential parameters of the spark chambers

| Chamber wet | 1 | 2 |  | 3 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | A | B | A | B |  |
| Number in wit | 12 | 6 | 6 | 6 | 6 |  |
| Sensitivityarea (m²) | $0.25 \times 0.25$ | $0.7 \times 0.7$ | $1.0 \times 0.4$ | $2.6 \times 11.9$ | $3.6 \times 11.9$ |  |
| Wire orientation ${ }^{\text {a }}$ ) | $\begin{gathered} 11+45 \\ +5^{\circ} .90 \end{gathered}$ | $\begin{aligned} & 0 .+45 \\ & +5^{\circ} .90^{\prime \prime} \end{aligned}$ | $\begin{array}{r} 0 .+45 \\ +5^{*} .90 \end{array}$ | 0, $+300^{\circ} \cdot 30$ | 11. 1011 | 311 |
| Average Posplane | 11.14 | 0.20 | 0.25 | 11.25 | 0.25 |  |
| cesolutorn (mmen) | 11.21 | 0.27 | 0.32 | 11.32 | 0.32 |  |

The chambers had magnetostrictive read-out on both planes. Wire spacing was 1 mm and the gap width 10 mm . Owing to the recharging time of the high-voltage system, the maximum trigger rate was limited to one trigger per 15 msec . Further details on the sensitive area, the wire orientation, and the resolution are listed in tablel. The construction and performance of the biggest chambers have been de scribed elsewhere [7].

The spark chambers were aligned mechanically to an accuracy of better than $\pm 0.5 \mathrm{~mm}$. The exact $x$ and $y$ position of each chamber was then determined by a program fitting straight tracks which traversed all chambers. During the experiment this was done twice a day.

### 2.3. Spectrometer magnet

The window-frame-type magnet had a gap of $150 \times 110 \times 50 \mathrm{~cm}^{3}$ (width $X$ length $X$ height). The bending power was $2 T \cdot m$; thus particles with a momentum below $600 \mathrm{MeV} / c$ did not traverse the apparatus. Iron plates on both sides of the magnet shielded the read-out system of the spark chambers from the magnet stray field.

The field components were measured at 30000 points to an accuracy of $0.3 \%$ of the main component [18]. During the experiment the stability of the magnetic field was monitored to better than $0.2 \%$.

### 2.4. Cerenkov counter for identification of secondary particles

The secondary particles were identified by a threshold gas Cerenkov counter ${ }_{\mathbf{C}}^{\mathbf{C}}$ operating at atmospheric pressure. Having lateral dimensions of $420 \times 140 \mathrm{~cm}^{2}$ at the downstream end, the counter accepted all particles passing the magnet gap with momenta above $5 \mathrm{GeV} / c$. The radiator length was $270 \pm 10 \mathrm{~cm}$. The counter consisted of 14 cells with spherically figured mirrors, which reflected the light onto $5^{\prime \prime}$ diameter photomultipliers mounted above and below the sensitive area. At 17.2 $\mathrm{GeV} / c$ primary momentum the counter was filled with $\mathrm{CO}_{2}$ ( $n=1.00042$ ). Fig. 2 shows the pion detection inefficiency as a function of momentum. The main source for the small inefficiency above $6 \mathrm{GeV} / c$ momentum comes from undetected interactions of pions in the counter hodoscope in front of the Cerenkov counter and in the 1 mm thick front window. A more detailed description of this counter will be given elsewhere.

The counter was not included in the trigger selection, but the signal pattern of the 14 photomultipliers was recorded on magnetic tape, together with the spark coordinates.

### 2.5. Counters and trigger logic

The trigger selection was performed with the scintillation counters $S_{1}, \ldots, S_{10}$, whose dimensions are listed in table 2.


Fig. 2. Inefficiency ( $=1$ - efficiency) of gas Cerenkov counter $X_{3}$ for pions as a function of pion momentum.

Table 2
Essential parameters of scintillation counters

| Counter | Scintillator <br> thickness <br> per layer <br> (mm) | Layers of scintillator | Layers of lead | Maximum width (cm) | Maximum height (cm) | Other features |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{S}_{1}$ | 2 | 1 |  | 14 | 10 |  |
| $\mathrm{S}_{2}$ | 2 | 1 |  | 10 | 10 |  |
| $\mathrm{S}_{3}$ | 2 | 1 |  | 3 | 3 |  |
| $\mathrm{S}_{4}$ | 10 | 1 |  | 30 | 30 | $\begin{aligned} & 25 \mathrm{~mm} \phi \text { cen- } \\ & \text { tral hole } \end{aligned}$ |
| $\mathrm{S}_{5: 1}, \mathrm{~S}_{5.3}$ | 5 | 1 |  |  |  | Shown in fig. 2 |
| $\mathrm{S}_{5.2}$ | 5 | 5 | 4 |  |  | Round 32 cm $\phi, 4 \mathrm{~cm}$ hole |
| $S_{5.4} \ldots S_{5.13}$ | 5 | 6 | 6 | 35 | 70 |  |
| $\mathrm{S}_{6}$ | 2 | 1 |  | 50 | 40 | Variable central hole $\sim 25 \times 40 \mathrm{~mm}^{2}$ |
| $S_{7}$ | 5 | 5 | 4 | 120 | 50 |  |
| $\mathrm{S}_{8.1} \ldots \mathrm{~S}_{8.10}$ | 5 | 2 | 1 | 75 | 120 |  |
| $\mathrm{S}_{9}$ | 5 | 2 |  | 10 | 100 | Two fences of 32 scintillators |
| $S_{10}$ | 5 | 2 |  | 14 | 6 | Consisted of two counters with adjustable overlap |

The incoming beam was defined by the coincidence of the counters $S_{1}, S_{2}, S_{3}$. The counters $S_{1}$ and $S_{2}$ were large enough to monitor also the beam halo. The anticoincidence counter $S_{4}$ in front of the target with a central hole of 25 mm defined the accepted beam. Interactions were detected by the counter system $S_{6}$ which allowed the non-interacting beam to pass through a rectangular hole matched in size to the hole in $S_{4}$. The final selection of reactions with a definite number of charged secondary particles was made with the counter array $\mathrm{S}_{9}$. The array consisted of two rows of 32 counters mounted pairwise. Each pair was connected to a twofold coincidence, thus reducing accidental triggers.

Only a small fraction of $\pi p$ interactions involve the production of two forward going charged particles and a neutron. Since in this experiment the neutron was not detected, a very efficient counter system was necessary to suppress other reactions, especially those invoving a slow $\pi^{0}$ and hence not readily distinguished by a missingmass calculation. Except for a hole for the incoming beam and a window for for-ward-going particles, the target was completely surrounded by two layers of anticoincidence counters $S_{5 \cdot 1}, \ldots, S_{5 \cdot 13}$. The arrangement of the counters is shown in fig. 3 . The counters $S_{5 \cdot 1}, S_{5 \cdot 2}$, and $S_{5 \cdot 3}$ were mounted irside the vacuum vessel of the target, vetoing events with slow charged particles leaving the target sideways or backwards. Furthermore, lead scintillator sandwich counters $S_{5 \cdot 4}, \ldots, S_{5 \cdot 13}$, each having a total of four conversion length for $\gamma$-rays, were arranged around the target vessel to detect reactions with $\pi^{0}$ production. The lead scintillator sandwich veto counters $S_{7}$ in front of the magnet and $S_{8}$ on the magnet gap faces further improved the trigger selection.

An example of the selectivity of the anticoincidence counters around the target is shown in figs. 4a and 4b. Fig. 4a shows the missing mass distribution for a sample of two-prong events (where at least one particle produced a signal in the gas Cerenkov counter) when only the anticoincidence counters $S_{7}$ and $S_{8}$ were included in the trigger. The signals of the counters $S_{5 \cdot 1}, \ldots, S_{5 \cdot 13}$ were recorded together with the spark coordinates on tape. Besides a peak at the neutron mass we observe a significant


Fig. 3. Arrangement of anticoincidence counters around target.


Fig. 4. (a) Missing mass distribution for $\pi^{-} p \rightarrow \pi^{+} \pi^{-} M M$ for different types of trigger selection. (b) $\pi^{+} \pi^{-}$invariant mass spectrum for different types of trigger selection: i anticoincidence counters not used around target, 侯 anticoincidence counters uscd around target, selection of events with a missing neutron.
contribution of $\Delta(1236)$ and $\Delta(1650)$. The hatched area shown the missing-mass distribution for events with no signal from the counters around the target. Besides the peak at the neutron mass, a contribution of events with high missing mass is observed. These are mainly events where some $\pi^{0}$ 's escape the anticoincidence counter system in the forward direction. The significant difference of $\sim 35 \%$ between the spectra at the neutron position shows the losses caused by $\delta$-electrons and neutrons detected by the counters. Also indicated is the missing-mass distribution for events that fulfilled our $\chi^{2}$ selection criteria for a neutron.

Fig. 4 b shows the corresponding invariant mass spectra.
One of the main sources of unwanted triggers was non-interacting (or elestically scattered) beam producing a signal in $\mathrm{S}_{6}$, and two signals in the counter array from the beam particle and a knock-on electron. Most of these triggers were suppressed by a small anticoincidence counter system $\mathrm{S}_{10}$ mounted behind the counter array $\mathrm{S}_{9}$ on the beam trajectory.

The final trigger condition was:
(a) a beam particle entering the hydrogen target $\equiv\left(S_{1} \cdot S_{2} \cdot S_{3} \cdot S_{4}\right)$;
(b) an interaction in the target $\equiv\left(\mathrm{S}_{6}\right)$;
(c) observation of two, and only two, signals in the counter array $\equiv\left(\mathrm{S}_{9}\right)_{2}$;
(d) no signal in the anticoincidence counters $\equiv\left(S_{5 \cdot 1} \ldots \ldots S_{5 \cdot 13} \cdot S_{7} \cdot S_{8} \cdot S_{10}\right)$.

The trigger selection gave one trigger for 4400 incoming beam particles, which corresponds to 1 trigger for 200 interactions or a triggered cross section of $130 \mu \mathrm{~b}$.

The recorded data comprised:
$21 \%$ "good" events (two-prong events with opposite charge with a missing-mass $M M$ in the range $0.50 \mathrm{GeV} / c^{2}<M M<1.23 \mathrm{GeV} / c^{2}$ );
$19 \%$ inelastic events (mainly associated with one or more $\pi^{0}$ 's escaping from the target in the forward direction):
$3 \%$ two-prong events where both particles had the same charge;
$31 \%$ beam particles associated with $\delta$-electrons:
$10 \%$ three-prong events (mainly events where two particles pass one array counter or one track passes a gap between two array counters):
$7 \%$ interactions of beam particles after the target:
$9 \%$ of the triggers had an extra track in the beam chambers. We did not process or classify further this category of event.
In order to make efficient use of the apparatus, we often triggered not only with the selection described above but also with some other logic, selecting another reaction using separate chains of coincidence circuits. For example, the reaction [1] $\pi p \rightarrow A_{2} p \rightarrow K \quad K^{0} p$ and a calibration of the neutron sensitivity of the anticoincidence counters around the target were recorded together with the reaction $\pi^{-} p \rightarrow \pi^{+} \pi$ n. Owing to spark gap recharging and data transfer time, we had about $60 \%$ duty cycle during the burst for triggering on these three reactions in parallel.

### 2.6. Computer control

A DEC PDP-9 computer was used to control the data acquisition and storage on magnetic tape.

For each event we recorded information both from the magnetostrictive chambers and from the fast electronics. The magnetostricitve signals were digitized in a SEN SPADAC system of 448 binary 16 -bits scalers using a 30 MHz clock. Signals from the triggering counters and coincidence units were recorded in an 80 -bit pattern unit. Additional data such as the contents of fast scalers were recorded at intervals of 15 minutes.

The event data were edited before they were written on mgnetic tape and this procedure (as well as the previously mentioned spark gap recharging time) limited our data-taking rate to approximately 15 msec per event.

When not occupied with the main program outlined above, the computer executed a background program which examined about $10 \%$ of the data in order to recognize malfunction of the spark chambers, trigger electronics, and data editing. The program produced on a storage oscilloscope a comprehensive display of spark positions, tracks from pattern recognition, and counter information. This proved itself to be a powerful monitor of the quality of the data being recorded.

## 3. Data analysis

### 3.1. Geometric reconstruction and kinematic analysis of events

The events were processed off line on IBM 360/91 and CDC 6600 computers.
As a first step, sparks were sorted for each set of spark chambers into straight line segments independently in two projections. The other projections were then used to combine the two segments.

All points found to belong to the line segments entered into a geometric fit, constraining the tracks to form a vertex and constructing trajectories through the magnet with a stepwise integration. From this fit we obtained the momentum vectors of the charged secondarics. Finally, a kinematic fit to the event hypothesis was performed.

Losses of good events through the reconstruction program were determined by scanning by eye storage oscilloscope display of some 6000 triggers corresponding to some 1200 good events. We found the loss to be less than $4 \%$. In addition to this there was a chance of $\leqslant 1 \%$ that a good two-prong event, recorded with an accompanying beam track, was wrongly identified as a three-prong event and was therefore lost.


Fig. 5. $\pi \pi$ invariant mass resolution $\Delta M_{\pi \pi}$ (= standard deviation) as a function of $M_{\pi \pi}$ for $\pi \pi$ encrgies of 12 and 18 GeV .


Fig. 6. Experimental error in $t^{\prime}=t ; t_{\text {min }}$ as a function of $t^{\prime}$ for the reaction $\pi^{-} p \rightarrow \pi^{+} \pi^{-} n$ at beam momenta of 12 and $18 \mathrm{GeV} / \dot{c}$. The two upper lines refer to an invariant $\pi \pi$ mass of 1600 $\mathrm{MeV} / \mathrm{c}^{2}$, the lower lines to a mass of $800 \mathrm{MeV} / \mathrm{c}^{2}$.

### 3.2. Measurement accuracy

The spectrometer resolution for the invariant mass of $\pi^{+} \pi^{-}$pairs is determined by multiple scattering in the $\mathrm{H}_{2}$ target and chambers, and by errors in measuring angles. Measuring and multiple scattering errors contribute equally to the invariant mass resolution at around 15 GeV pair energy. Fig. 5 shows the calculated $\pi$ pair invariant mass resolution as a function of invariant mass for pairs of 12 GeV and 18 GeV total energy. The calculation is based on observed values of chamber measurement errors [7] and calculated values of the multiple scattering in the spectrom-
eter. It agrees to within $10 \%$ with the observed width of the $\mathrm{K}^{0}$. our only adequate calibration signal [1]. The central value we observed for the $\mathrm{K}^{0}$ mass was 498.6 $\mathrm{MeV} / c^{2}$.

Scattering and measuring errors give comparable contributions to the errors in determining the fitted squared four-momentum transfer $t$ (from proton to neutron). Fig. 6 shows $\Delta t^{\prime}=\Delta\left(t-t_{\min }\right)$ as a function of $t^{\prime}, M_{\pi \pi}$, and beam energy.

The missing-mass resolution was dominated by the uncertainty in the incident $\pi$ beam energy and the error of measurement of the momentum of the faster outgoing pion. It had a standard deviation of around $200 \mathrm{MeV} / \mathrm{c}^{2}$ for $\pi$-pair data recorded with a $17 \mathrm{GeV} / c \pi$ beam.

### 3.3. Corrections for detection inefficiencies

Some fraction of produced events that would have been accepted by the geometry of the set-up was not observed because of various detection inefficiencies. In the following subsections we discuss those inefficiencies which depend on the event geometry and kinematics and were corrected event by event. The correction was performed by introducing for every event $i$ an individual weight $w_{i}$ which was calculated as the product of all weight factors $w_{i}^{(\alpha)}$ arising from inefficiencies of type $\alpha$. The weight distribution had an average of $\langle w\rangle=1.48$ with the extremes 1.15 and 2.10 .

### 3.3.1. Secondary interactions in the target

The correction due to secondary particle interactions in the target was calculated from the path length of the secondaries and their total cross section in hydrogen. The mean correction factor was $\left\langle w^{(r)}\right\rangle=1.05$.

### 3.3.2. 8-rays triggering the anticoincidence conters inside the target vessel

This loss was measured by trigering on $\pi^{+} \pi \quad n$ events with the additional condition that one of the counters $\mathrm{S}_{5 \cdot 1}$ or $\mathrm{S}_{5 \cdot 3}$ (inside the vacuum tank) should give a signal. The events lost in the normal trigger were selected by a neutron missingmass criterion. It was found that the fraction of events lost dependend only on the vertex position. Fig. 7 shows the measured correction function. Although the $\delta$-ray loss with $\left\langle w^{(\delta)}\right\rangle=1.25$ gives the biggest contribution to the weights, its influence on the shape of the differential cross sections is rather small. because it enters only through the vertex dependence of the geometric acceptance.

### 3.3.3. Neutrons detected by the veto counters

The anticoincidence counters around the target caused a certain loss of wanted events by veto signals from neutrons interacting in the scintillator. A sketch of the target region is seen in fig. 3 , with the cylindrical scintillation counters $S_{5 \cdot 1}$ and $\mathrm{S}_{5 \cdot 3}$, and the eight plane lead-sandwich counters $\mathrm{S}_{5 \cdot 4}, \ldots, \mathrm{~S}_{5 \cdot 13}$.

During part of the experiment "neutron loss" events were recorded, requiring


Fig. 7. Weight factor correcting for events which were lost due to $\delta$-ray signals in inner target counters. The weight is plotted as a function of the distance between interaction point and target entrance.


Fig. 8. Solid line: missing-mass distribution of events from "neutron loss" trigger. Crosses: mis-sing-mass distribution of normal events.
the normal trigger plus one, and only one, of the counters $\mathrm{S}_{5 \cdot 4}, \ldots, \mathrm{~S}_{5 \cdot 13}$, with $\mathrm{S}_{5 \cdot 1}$ and $\mathrm{S}_{5 \cdot 3}$ in anticoincidence. This trigger contained the neutrons that were lost in the normal trigger, and reactions of the type $\pi^{-} \mathrm{p} \rightarrow \pi^{+} \pi \mathrm{n}\left(\pi^{0} \ldots\right)$, where one $\gamma$-ray triggered the lead-sandwich counter. From these data we derived a correction factor, as a function of the vertex position and the neutron momentum vector. The average correction was $\left\langle w^{(n)}\right\rangle \approx 1.11$. It was determined by the following procedure:

The 30165 neutron loss events with vertex in the target had the measured squared missing mass ( $M M^{2}$ ) distribution shown in fig. 8 . This distribution is seen to contain neutrons, and other states in the region of higher missing masses, when compared with the $M M^{2}$ distribution of normal events which is also shown in fig. 8 . After eliminating from both samples the events above $M M^{2}=1.02 \mathrm{GeV}^{2} / c^{4}, 12$, 111 neutron loss events, corresponding to 83158 normal events recorded at the same time, were left. The known neutron direction was used to identify the counter that should have been hit, which was then compared with the one that actually gave the signal. The 10 counters $\mathrm{S}_{5 \cdot 4}-\mathrm{S}_{5 \cdot 13}$ surrounding the target and the 10 predicted positions gave 100 combinations which were divided into three categories:
(a) signal from the one calculated to have been hit; (b) signal from a neighbour; and
(c) random signal. A total of 8007 events of category (a) were found and were then studied further; 1611 category (b) events (which were to be expected due to neutron scatters, etc.) were included as a small correction to $\left\langle w^{(n)}\right\rangle$.

The events of category (a) have been used together with the sample of normal events to determine the mean free path $d_{0}$ for neutron interactions in scintillator leading to veto signals. Clearly, $d_{0}$ depends on the kinetic energy $E_{\text {kin }}$ of the neutron. We verified that in all neutron energy intervals studied, the fraction of observed neutron loss events was approximately proportional to the potential path $d$ in scintillator material. Since $d \ll d_{0}\left(E_{\text {kin }}\right)$, the neutron loss weight has been approximated by

$$
\boldsymbol{w}^{(n)}=1+\frac{d}{d_{0}\left(E_{\mathrm{kin}}\right)} .
$$

The measured veto probability per unit length of scintillator $1 / d_{0}$ is shown in fig. 9 as a function of $\sqrt{-t} \approx \sqrt{2 m_{n} E_{\mathrm{kin}}}$. The whole correction is accurate to $\pm 15 \%$ of its average value, introducing an uncertainty of $\pm 1.7 \%$ in the rate of good events at low $|t|$, and somewhat more at $|t|$ above $0.3(\mathrm{GeV} / c)^{2}$.

### 3.3.4. Decaying pions

Events with secondaries that decayed along their path through the apparatus often failed reconstruction. This loss was accounted for by the weight:

$$
w^{\mathrm{d}}=1+\left[\frac{M_{\pi}}{c \tau}\left(\frac{1}{p_{\pi^{+}}}+\frac{1}{p_{\pi^{-}}}\right)\right] L_{\mathrm{d}},
$$

where $L_{\mathrm{d}}$ is that part of the trajectory along which a decay will produce a program


Fig. 9. \% probability for a neutron to give a veto signal in 1 cm scintillator as a function of $\sqrt{\prime}_{\boldsymbol{\prime}}^{\boldsymbol{t}}$.
failure. $p_{\pi^{*}}$ and $p_{\pi}$ are the momenta of the pions, and $c \tau=780 \mathrm{~cm}$. The average value of $w^{(d)}$ was 1.02 .

### 3.3.5. Cerenkev counter inefficiencies

The efficiency of the Cerenkov counter ${ }_{3}$ to observe an event with two pions with momentum greater than $5.9 \mathrm{GeV} / \mathrm{c}$ was over $99.8 \%$ (see fig. 2). But events were lost if one pion of a pair had its momentum below the Cerenkov threshold ( $5 \mathrm{GeV} / \mathrm{c}$ ). and the other pion interacted. From an empirical formula we calculated a global correction factor as a function of the pion momenta $p_{\text {fast }}$, $p_{\text {slow }}$ :

$$
w^{(c)}=1.030 .001 \times p_{\text {fast }}(\mathrm{GeV} / c), \quad \text { if } \quad p_{\text {slow }}<5(\mathrm{jeV} / c,
$$

otherwise $u^{(c)}=1$.

### 3.4. General procedure to obtain differential cross sections

The kinematics of an event can be described completely by a set of independent kinematical variables $x_{K}$ which are invariant under event rotation or translation. The differential production cross section may be defined as an intensity distribution in these variables: $I_{\text {prod }}\left(x_{\mathrm{K}}\right)$. At fixed beam energy we chose as kinematical variables for reaction (1) the four quantities $M_{\pi \pi}, t, \theta, \phi$, where $M_{\pi \pi}$ is the $\pi^{+} \pi$ invariant mass, $t$ the squared four-momentum transfer between $p$ and $n$, and where $0 . \phi$ define the $\pi^{-}$direction of the decaying $\pi^{+} \pi^{-}$system, measured either in the $t$-channel
(Gottfried-Jackson) or $s$-channel helicity reference frame. To specify the configuration of an event completely, one needs in addition to $x_{K}$ a set of laboratory coordinates $x_{1}$ giving its position and orientation in the laboratory. Thus the distribution of event configurations in the laboratory is described by

$$
\begin{equation*}
I_{\text {prod }}^{\prime}\left(x_{\mathrm{K}}, x_{\mathrm{L}}\right)=I_{\text {prod }}\left(x_{\mathrm{K}}\right) P\left(x_{\mathrm{L}}\right), \tag{2}
\end{equation*}
$$

where $P\left(x_{1}\right)$ is the spatial distribution of produced events, normalized to unity. Only part of the distribution $I_{\text {prod }}^{\prime}\left(x_{K}, x_{\mathrm{L}}\right)$ is accepted by the geometry of the detector: we call it the "accepted" distribution $I_{\text {acc }}^{\prime}\left(x_{\mathrm{K}}, x_{\mathrm{L}}\right)$. Between $I_{\text {prod }}^{\prime}$ and $I_{\text {acc }}^{\prime}$ one has the relation

$$
\begin{equation*}
I_{\mathrm{acc}}^{\prime}\left(x_{\mathrm{K}}, x_{\mathrm{L}}\right)=A^{\prime}\left(x_{\mathrm{K}}, x_{\mathrm{L}}\right) I_{\text {prod }}^{\prime}\left(x_{\mathrm{K}}, x_{1}\right) \tag{3}
\end{equation*}
$$

where the acceptance probability $A^{\prime}\left(x_{K}, x_{\mathrm{I}}\right)$ takes the values 1 or 0 depending on whether the event $\left(x_{K}, x_{L}\right)$ lies inside the geometry of the apparatus or not. Integrating eq. (3) over $x_{\mathrm{L}}$ one obtains with eq. (2)

$$
\begin{equation*}
I_{\mathrm{acc}}\left(x_{\mathrm{K}}\right)=\int I_{\mathrm{acc}}^{\prime}\left(x_{\mathrm{K}}, x_{\mathrm{L}}\right) \mathrm{d} x_{\mathrm{L}}=A\left(x_{\mathrm{K}}\right) I_{\mathrm{prod}}\left(x_{\mathrm{K}}\right), \tag{4}
\end{equation*}
$$

where the acceptance function $A\left(r_{K}\right)$ is defined as

$$
\begin{equation*}
A\left(x_{\mathrm{K}}\right)=\int A^{\prime}\left(x_{\mathrm{K}}, x_{\mathrm{L}}\right) P\left(x_{\mathrm{L}}\right) \mathrm{d} x_{\mathrm{L}} \tag{5}
\end{equation*}
$$

Owing to the configuration-dependent detection inefficiencies discussed in subsect. 3.3, $I_{\mathrm{acc}}^{\prime}\left(x_{K}, x_{1}\right)$ is not identical to the distribution of actually observed events $I_{\mathrm{obs}}^{\prime}\left(x_{\mathrm{K}}, x_{\mathrm{L}}\right)$ but differs by a weight factor $\omega\left(x_{\mathrm{K}}, x_{\mathrm{L}}\right)$ :

$$
\begin{equation*}
i_{\text {ace }}^{\prime}\left(x_{\mathrm{K}}, x_{\mathrm{L}}\right)=w\left(x_{\mathrm{K}}, x_{\mathrm{L}}\right) I_{\text {obs }}^{\prime}\left(x_{\mathrm{K}}, x_{\mathrm{L}}\right) . \tag{6}
\end{equation*}
$$

In practice, $I_{\text {acc }}\left(x_{\mathrm{K}}\right)$ is obtained from $I_{\text {ons }}^{\prime}\left(x_{\mathrm{K}}, x_{\mathrm{L}}\right)$ by attaching a weight $w_{i}^{\prime}=w\left|x_{\mathrm{K}}^{(i)}, x_{\mathrm{I}}^{(i)}\right|$ to each individual event $i$, as already mentioned in subsect. 3.3.

Starting from the "accepted" distribution $I_{\text {acc }}\left(x_{K}\right)$, which is identical to the weighted observed distribution. relation (4) will give directly the distribution of produced events in the domain of variables $x_{\mathrm{K}}$, where $A\left(x_{\mathrm{K}}\right)$ is greater than zero.

In order to obtain $I_{\text {prod }}\left(x_{K}\right)$ also in the region where the acceptance is zero, one has to parametrize $I_{\text {prod }}\left(x_{\mathrm{K}}\right)$ and to determine the parameters in the observed domain of variables. In subsect. 3.5 such procedures will be discussed in the context of $\pi \pi$ angular distribution fits.

The acceptance function $A\left(x_{K}\right)$ as defined by relation (5) has been obtained by Monte-Carlo calculation. For fixed $M_{\pi \pi}$ and $t$ values. events were generated at random in the variables $\cos \theta, \phi$ and transformed into the lab system according to the distribution $P\left(x_{1}\right)$, which was derived from the measured beam distribution and the beam attenuation in the target. The acceptance $A\left(x_{\mathrm{K}}\right)$ is then simply that


Fig. 10. Lines of equal geometric acceptance in the $\pi^{+} \pi^{-} n$ Dalitz plot for events produced with constant $|t|=0.1(\mathrm{GeV} / c)^{2}$. The acceptance is averaged over a $\pi \pi$ decay distribution isotropic in the azimuth $\phi$ which is defined in the $s$-channel helicity frame.
fraction of all events generated with $x_{K}$ which lies within the accepted geometry region as defined by the magnet aperture and the arrangement of trigger counters. To avoid edge effects, the acceptance windows introduced for generated as well as for observed events were chosen somewhat smaller than the experimental ones. For each $M_{\pi \pi}$ value, Monte-Carlo calculations have been run at 18 discrete $t$ values in the interval $0<|t|<1.5(\mathrm{GeV} / \mathrm{c})^{2}$. The spacing in $M_{\pi \pi}$ was $50 \mathrm{MeV} / c^{2}$. For each $M_{\pi \pi}$ and $t$ value the average acceptance has been determined in each of 1440 bins of size $\Delta \cos \theta \Delta \phi=\left(\frac{2}{40}\right) \cdot(2 \pi / 36)$ by generating 100000 events for each $M_{\pi \pi}$. $|t| \leqslant 0.1(\mathrm{GeV} / c)^{2}$ and 50000 events for each $M_{\pi \pi},|t|>0.1(\mathrm{GeV} / c)^{2}$.

Some idea of the geometrical acceptance can be obtained from fig. 10. Here lines of equal acceptance are drawn in a Dalitz diagram for the three-body final state $\pi^{+} \pi^{--} \mathrm{n}$ produced isotropically in $\phi$ at $|t|=0.1(\mathrm{GeV} / c)^{2}$.

### 3.5. Fits to the dipion angular distribution

Owing to parity conservation in the production process (1), the most general $\pi^{+} \pi^{-}$angular distribution with $(\cos \theta, \phi)=\Omega$ defined in the $s$ - or $t$-channel helicity reference frames, or, quite generally, in any coordinate system where the $y$-axis is parallel to the production normal, can be written in terms of spherical harmonics $Y_{L}^{M}(\Omega)$ as follows:

$$
I_{\operatorname{prod}}\left(M_{\pi \pi}, t, \Omega\right)=\sum_{\substack{L \\ M \geqslant 0}} t_{L}^{M} \operatorname{Re} Y_{L}^{M}(\Omega)
$$

Here the real parameters $t_{L}^{M}$ are functions of $M_{\pi \pi}$ and $t$. Since the fits to the $\pi^{+} \pi^{-}$ angular distribution were carried out in rather narrow intervals $\Delta M_{\pi \pi} \Delta t$, we consider the $t_{L}^{M}$ as constants within one $m, t$ bin, and omit the variables $M_{\pi \pi}$ and $t$ from the arguments of $I_{\text {prod }}$. The distribution $I_{\text {prod }}(\Omega)$ was assumed to be normalized to the number of produced events $N_{\text {prod }}$ in $\Delta M_{\pi \pi} \Delta t$ :

$$
\begin{equation*}
\int I_{\text {prod }}(\Omega) \mathrm{d} \Omega=N_{\text {prod }}=\sqrt{4 \pi} t_{0}^{0} . \tag{8}
\end{equation*}
$$

The $t_{L}^{M}$ are simply related to the often-used normalized spherical harmonic moments $\left\langle\operatorname{Re} Y_{L}^{M}\right\rangle$ :

$$
\begin{equation*}
\left\langle\operatorname{Re} Y_{L}^{M}\right\rangle=\frac{1}{N_{\text {prod }}} \int I_{\text {prod }}(\Omega) \operatorname{Re} Y_{L}^{M}(\Omega) \mathrm{d} \Omega=\frac{t_{L}^{M} \epsilon_{L}^{M}}{N_{\text {prod }}} \tag{9}
\end{equation*}
$$

where $\epsilon_{L}^{M}=1$ for $M=0$ and $\epsilon_{L}^{M}=\frac{1}{2}$ for $M \neq 0$. Throughout the rest of this paper we will simply write $Y_{L}^{M}$ as shorthand for $\operatorname{Re} Y_{L}^{M}$. Furthermore, for simpler notation in subsequent formulae, we will also compress $L, M$ into a single index $\lambda$, with the convention that $\lambda=0$ corresponds to the case $L=0, M=0$.

Inserting eq. (7) into eq. (4) we ohtain the basic relation for all angular distribution fits:

$$
\begin{equation*}
I_{\mathrm{acc}}(\Omega)=A(\Omega) \sum_{\lambda=0}^{\lambda_{\max }} t_{\lambda} Y_{\lambda}(\Omega) \tag{10}
\end{equation*}
$$

In the following sections, three independent fit methods are described which were employed to determine the parameters of the $\pi^{+} \pi$ angular distribution. From the $\chi^{2}$ and moment method discussed below, we obtained $A(S 2)$ for a considered $M_{\pi \pi}$, $t$ interval by averaging the acceptance functions, calculated for fixed $M_{\pi \pi}, t$ values, according to the distribution of observed events in that interval. In the maximum likelihood method $A(\Omega)$ was interpolated for each individual event.

### 3.5.1. $\chi^{2}$ method

The procedure consists of fitting the accepted distribution $I_{\mathrm{acc}}$ as defined by eq. (10) to the weighted observed event distribution in a grid of $\cos \theta, \phi$ bins of equal size $\Delta \Omega$. Defining $w_{k}$ as the total weight of observed events in bin $k$ and $w_{k}^{\text {exp }}$ as the expected total weight in the same bin, the $\chi^{2}$ to be minimized can be written as

$$
\begin{equation*}
x^{2}=\sum_{k} \frac{\left[w_{k} w_{k}^{\exp }\right]^{2}}{\sigma_{k}^{2}} \tag{11}
\end{equation*}
$$

with $w_{k}^{\exp }=(\Delta \Omega / 4 \pi) A\left(\Omega_{k}\right) \Sigma_{\lambda} t_{\lambda} Y_{\lambda}\left(\Omega_{k}\right)$.
In the fits $Y_{\lambda}\left(\Omega_{k}\right)$ was evaluated at the bin centre whereas for $A\left(\Omega_{k}\right)$ the average acceptance in the bin was used. The squared variance of the expected total weight $w_{k}^{\exp }$ can be shown to be

$$
\begin{equation*}
\sigma_{k}^{2}=\frac{\left\langle w_{k}^{2}\right\rangle}{\left\langle w_{k}\right\rangle} w_{k}^{\operatorname{cxp}} \tag{12}
\end{equation*}
$$

where $\left\langle w_{k}\right\rangle$ is the mean event weight in bin $k$ and $\left\langle w_{k}^{2}\right\rangle$ the mean squared weight. Since our weights depend only very weakly on $\cos \theta, \phi$, constant values $\langle w\rangle$ and $\left\langle w^{2}\right\rangle$, evaluated from all events included in the fit, have been used for all bins. The same bin size $\Delta \Omega=(2 / 40) \cdot(2 \pi / 36)$ has been chosen as in the acceptance calculation. Owing to parity conservation, the angular distribution to be fitted has the property $I_{\text {prod }}(\theta, \phi)=I_{\text {prexi }}(0,2 \pi \quad \phi)$. Therefore the fits were performed in only half the $\cos \theta, \phi$ plane by summing observed events and averaging acceptance over corresponding bins $\left(\cos \theta_{k}, \phi_{k}\right)$ and $\left(\cos \theta_{k} .2 \pi-\phi_{k}\right)$. Bins with $A\left(\Omega_{k}\right)<0.02$ have been excluded from the fit.

The $\chi^{2}$ minimization was achieved by solving the system of equations $\partial \chi^{2} / \partial t_{\lambda}=0$ for $t_{\lambda}$ with standard iterative procedures. Three to four iteration steps were necessary to reach convergence. The error matrix $F\left(t_{\mu}\right)$ of the fitted $t_{\lambda}$ was obtained from the relation

$$
\begin{equation*}
\left[E\left(t_{\mu}\right)^{1}\right]_{\lambda \lambda^{\prime}}=\frac{1}{2} \frac{\partial^{2} \lambda^{2}}{\partial t_{\lambda} \partial t_{\lambda^{\prime}}} \tag{13}
\end{equation*}
$$

### 3.5.2. Linear algebra method (method of moments)

Multiplying eq. (10) with $Y_{\lambda^{\prime}}(\Omega 2)$ and integrating over $\Omega$ yields

$$
\begin{equation*}
\int I_{\mathrm{acc}}(\Omega) Y_{\lambda} \cdot(\Omega) \mathrm{d} \Omega=\sum_{\lambda}\left\{\int Y_{\lambda} \cdot(\Omega \Omega) A(\Omega) Y_{\lambda}(\Omega) \mathrm{d} \Omega\right\} t_{\lambda} . \tag{14}
\end{equation*}
$$

For easier notation we define the experimental moments

$$
\begin{equation*}
b_{\lambda}=\int I_{\mathrm{acc}} Y_{\lambda} \mathrm{d} \Omega, \tag{15}
\end{equation*}
$$

and the acceptance correlations

$$
\begin{equation*}
A_{\lambda^{\prime} \lambda}=\int Y_{\lambda^{\prime}} A Y_{\lambda} \mathrm{d} \Omega \tag{16}
\end{equation*}
$$

Thus eq. (14) can be rewritten in simpler form:

$$
\begin{equation*}
b_{\lambda^{\prime}}=\sum_{\lambda} A_{\lambda^{\prime} \lambda^{\prime}} t_{\lambda} \tag{17}
\end{equation*}
$$

For a set of different $\lambda^{\prime}$, relation (17) defines a system of linear equations which can be solved for the $t_{\lambda}$ as soon as one employs as many equations as there are $t_{\lambda}$ admitted. Using more equations than unkowns yields an over-determination allowing for a real fit which will reduce the errors in $t_{\lambda}$. This fit is achieved by minimizing

$$
\begin{equation*}
x^{2}=\sum_{\mu \mu^{\prime}} \mathrm{d}_{\mu}\left[E(b)^{-1} \mathrm{I}_{\mu \mu^{\prime}} \mathrm{d}_{\mu^{\prime}} .\right. \tag{18}
\end{equation*}
$$

where

$$
d_{\mu}=\sum_{\lambda} A_{\mu \lambda} t_{\lambda} \quad b_{\mu},
$$

and where $E(b)$ is the error matrix of the experimental moments $b_{\mu}$. In eq. (18) we have neglected possible errors in the acceptance correlations $A_{\mu \lambda}$ which in principle can be calculated to any required precision. The minimization of the $x^{2}$ defined in eq. (18) is still a linear problem which is solved by standard methods of matrix algebra.

In practice the $b_{\lambda}$, as defined by eq. (15), are obtained by summing over observed events:

$$
\begin{equation*}
b_{\lambda}=\sum_{i=1}^{N_{\text {obs }}} w_{i} Y_{\lambda}\left(\Omega_{i}\right) \tag{19}
\end{equation*}
$$

where $w_{i}$ is the weight of event $i$ and $N_{\text {obs }}$ the number of observed events included in the fit. Similarly the acceptance correlations are calculated by summation over acceptance bins in the Monte-Carlo calculation:

$$
\begin{equation*}
A_{\lambda^{\prime} \lambda}=\frac{4 \pi}{N_{\mathrm{gen}}} \sum_{j=1}^{N_{\text {bins }}} n_{i} Y_{\lambda^{\prime}}\left(\Omega_{i}\right) Y_{\lambda}\left(\Omega_{i}\right), \tag{20}
\end{equation*}
$$

where $n_{i}$ is the number of accepted events in each of the $1440 \cos 0, \phi$ bins, $N_{\text {gen }}$
the number of generated events in the Monte-Carlo calculation, and $Y_{\lambda}\left(\Omega_{i}\right)$ the values of the spherical harmonics in the centre of the bin. The error matrix of the experimental moments $b_{\lambda}$ is

$$
\begin{equation*}
E(b)_{\mu \mu^{\prime}}=\sum_{i=1}^{N_{\mathrm{obs}}} w_{i}^{2} Y_{\mu}\left(\Omega_{i}\right) Y_{\mu^{\prime}}\left(\Omega_{i}\right) \tag{21}
\end{equation*}
$$

From $E(b)$ and the acceptance correlation matrix $A$, one obtains the error matrix $E(t)$ of the fitted expansion coefficients $t_{\lambda}$. In matrix notation we have

$$
\begin{equation*}
E(t)=\left[A^{\mathrm{T}} E(b)^{1} A\right]^{-1} \tag{22}
\end{equation*}
$$

The fitted $t_{\lambda}$ presented in sect. 4 have been obtained from an overdetermined system of 45 equations corresponding to all indices $\lambda^{\prime}$ from $L^{\prime}=0, M^{\prime}=0$ to $L^{\prime}=8, M^{\prime}=8$.

### 3.5.3. Maximum likelihood method

The maximum likelihood method was applied to the distribution of accepted events

$$
\begin{equation*}
I_{\mathrm{acc}}(\Omega)=A(\Omega) \sum_{\lambda} t_{\lambda} Y_{\lambda}(\Omega) \tag{23}
\end{equation*}
$$

which was normalized to the total weight $w$ of all events participating in the fit:

$$
\begin{equation*}
\int l_{\mathrm{acc}}(\Omega) \mathrm{d} \Omega=w . \tag{24}
\end{equation*}
$$

Inserting a spherical harmonic expansion of the acceptance

$$
\begin{equation*}
A(\Omega)=\sum_{\lambda} a_{\lambda} Y_{\lambda}(\Omega) \tag{25}
\end{equation*}
$$

into eq. (24) one obtains the normalization constraint as a linear relation between the $t_{\lambda}$ :

$$
t_{0}=\frac{1}{a_{0}}\left[\begin{array}{ll}
w & \left.\sum_{\lambda>0} t_{\lambda} a_{\lambda} \epsilon_{\lambda}\right] . .8 . . . \tag{26}
\end{array}\right.
$$

When using the orthonormality of spherical harmonics to obtain eq. (26) the factor $\epsilon_{\lambda}=\epsilon_{L}^{M}$ occurs, already defined in subsect. 3.5, since $Y_{\lambda}$ stands for $\operatorname{Re} Y_{L}^{M}$. With eq. (26) we can rewrite $I_{\text {acc }}$ in an already properly normalized form:

$$
I_{\mathrm{acc}}^{N}(\Omega)=A(\Omega) I_{\mathrm{prod}}^{N}(\Omega),
$$

where

$$
\begin{equation*}
I_{\operatorname{prod}}^{N}(\Omega)=\frac{Y_{0}}{a_{0}} w+\sum_{\lambda \cdot 0}\left[Y_{\lambda}(\Omega)-\frac{Y_{0}}{a_{0}} a_{\lambda} \epsilon_{\lambda}\right] t_{\lambda} \tag{27}
\end{equation*}
$$

Omitting constant factors, the $i$ th event in the set with its weight $w_{i}$ will then contribute to the likelihood function $\mathcal{L}$ the factor

$$
\begin{equation*}
p_{i}=\left[I_{\mathrm{prod}}^{N}\left(\Omega_{i}\right)\right]^{w_{i}} \tag{28}
\end{equation*}
$$

The expansion coefficients $a_{\lambda}$ were obtained as moments of the accepted MonteCarlo events. Each observed event $i$ obtained individual coefficients $a_{\lambda}^{i}$ which resulted from an interpolation in the Monte-Carlo $M_{\pi \pi}, t$ grid. The logarithmic likelihood function

$$
\begin{equation*}
\log \mathcal{L}=\sum_{i} \log p_{i} \tag{29}
\end{equation*}
$$

was maximized by the CERN routine MINUIT thus yielding the most probable set of coefficients $t_{\lambda}$. MINUIT also evaluated the errors of $t_{\lambda}$ requiring a change of $\frac{1}{2}$ in $\log \mathcal{L}$ when moving off the maximum. The errors obtained in this way had to be corrected for the introduction of individual weights. They were multiplied by the square root of the average weight $\sqrt{\left\langle w^{\prime}\right\rangle}$. The method described is strictly correct when applied to small $M_{\pi \pi}$ and $t$.

### 3.5.4. Comparison of the three methods

A detailed comparison of the three fitting procedures has been performed in several $\Delta M_{\pi \pi} \Delta t$ bins with large event statistics ( $>3000$ ). Perfect agreement was found between the angular distribution moments obtained by the different methods. the deviations between individual results being considerably smaller than the statistical errors. Also the errors in the fitted quantities revealed full equivalence of the applied methods. Once this equivalence had been established, only the $x^{2}$ and the moment methods were applied since they consumed far less computer time than the maximum likelihood procedure.

### 3.5.5. Consistency checks for the determination of the spherical harmonic moments

We performed several tests to investigate the consistency and reliability of the moments extracted from the data:

### 3.3.5.1. Measurement of the imaginary parts of the spherical harmonic moments Imaginary parts of the moments, although forbidden by parity conservation. could be observed in the unweighted data owing to asymmetries of our apparatus. However, after all acceptance corrections, we expect them to vanish. In fig. II we


1.g. 11. Real and imaginary parts of $\left(Y_{I}^{M}\right)$ bersus $M_{\pi \pi}$ for $L \leqslant 2, M \leqslant 2$ and $|t|<0.15 \mathrm{GcV}^{2} / c^{2}$.
show the real and imaginary parts of $Y_{L}^{M}$ for $L \leqslant 2$ and $M \leqslant 2$, in the dipion mass region from 0.660 to $0.850 \mathrm{GcV} / \mathrm{c}^{2}$. The imaginary parts are everywhere consistent with zero within statistics; furthermore, no small systematic deviations from zero or correlations with the real parts of the moments can be observed.

### 3.5.5.2. Comparison of distributions observed in the lab. with Monte-Carlo generated distrihutions.

We used the values of $t_{\lambda}$ determined in this experiment as input to a Monte-Carlo program generating events in the laboratory system. We constructed the accepted
event distribution $I_{\text {acc }}^{\prime}\left(x_{\mathrm{K}}, x_{\mathrm{L}}\right)$ as given by eq. (3), in the mass region $0.62 \mathrm{GeV} / c^{2}$ $<M_{\pi \pi}<0.92 \mathrm{GeV} / c^{2}$ and for values of momentum transfer $-0.75(\mathrm{GeV} / c)^{2}$ $<t<\cdot 0.02(\mathrm{GeV} / c)^{2}$ with $\mathrm{d} \sigma / \mathrm{d} t=\mathrm{const} \cdot \exp (14.2 t)$. We could not find any significant deviation of the observed distribution from the Monte-Carlo generated distribution.

## 3.6. $N^{*}$ reflections

When investigating $\pi \pi$ angular distributions it appears meaningful to cut out final states where the two $\pi$ 's evidently do not arise from a common (temporarily bound) system of relatively low angular momentum. Clearly final states $N^{*} \pi$ when $N^{*} \rightarrow n \pi$ is a narrow resonance such as the $\Delta(1236)$, should be excluded from the $\pi \pi$ angular analysis.

The way to proceed is less clear when one deals with a broad $\mathrm{N}^{*}$ enhancement such as the diffractively produced $I=\frac{1}{2} \mathrm{~N} \pi$ system in the mass range between 1.1 and $1.8 \mathrm{GeV} / c^{2}[19,20]$. The data of ref. [19] suggest that the width of the diffractive $\mathrm{N}^{*}$ enhancement does not increase with beam energy. Assuming this to be established, it is evident that the influence of the $\mathrm{N}^{*}$ on the $\pi \pi$ angular distribution at fixed $\pi \pi$ mass becomes less and less important with increasing energy. Therefore we consider it as the more correct procedure to cut out the $\mathrm{N}^{*}$ even at intermediate energies where it still has non-negligible effects on the $\pi \pi$ angular distribution. There exist other viewpoints on this particular question [21].

Our apparatus does not accept any $n \pi^{+}$and $n \pi^{--}$invariant masses below 1.5 $\mathrm{GeV} / c^{2}$. Therefore the fitted $\pi^{+} \pi^{-}$angular distributions are free from distortions caused by the $\Delta(1236)$ final state. However, higher lying $\mathrm{N}^{*}$ resonances diffractively produced might have some influence on the fitted moments.

To investigate this question we have recalculated, with the appropriate acceptance functions, the moments of our observed distributions after first excluding all events with a nucleon- $\pi$ mass less than $2 \mathrm{GeV} / \mathrm{c}^{2}$. This removed, $9 \%, 15 \%$ and $12 \%$ of the events in the $\rho, \mathrm{f}$ and g regions, respectively.

For $|t|<0.15(\mathrm{GeV} / c)^{2}$ the recalculated moments were distributed randomly around the moments of figs. 14 and 15 within the expected statistical fluctuations for all $Y_{I}^{M}$ and $M_{\pi \pi}$ except for one set of deviations. These were a systematic decrease of $Y_{L}{ }^{0}$ and an increase of $Y_{L}^{1}(L=1,2, \ldots, 6)$ by about one standard deviation of a single measurement point ( $\sim 0.015$ ) in the mass range $900-1500 \mathrm{MeV} / c^{2}$. We have no interpretation for this small but statistically significant effect.

For $|t|>0.5(\mathrm{GcV} / c)^{2}$ there appear to be deviations of a few standard deviations in some (small) moments. No systematic trends could be discerned.

### 3.7. Absolute cross section

The fitted distribution of produced events $I_{\text {prod }}\left(x_{\mathrm{K}}\right)$ as defined in subsect. 3.4 is corrected only for configuration-dependent losses. In order to obtain an absolute
cross section one has to consider in addition a number of losses which are independent of the event kinematics and geometry and can therefore be accounted for by applying a constant global weight factor $w_{g}$ to $I_{\text {prod }}\left(x_{\mathrm{K}}\right)$. In the following we list all the configuration-independent corrections contributing to this common weight factor, which was found to be $w_{g}=1.53 \pm 0.05$.
(1) Reconstruction losses:
losses due to extra beam tracks in the spark
chambers during their sensitivity time $\quad=9.4 \pm 0.2 \%$,
for partial chamber inefficiency $\quad=2.0 \pm 1.0 \%$,
for wrong spark pairing or sorting $\quad=2.5 \pm 1.0 \%$.
(2) Losses due to electronics inefficiency:
inefficiency of the interaction sensing counter $\mathrm{S}_{7} \quad=0.8 \pm 0.4 \%$,
losses of triggers due to dead time of the selection
system associated with the anticoincidence counters $=5.9 \pm 0.5 \%$.
inefficiencies associated with counter array $\mathrm{S}_{9} \quad=1.2 \pm 0.5 \%$,
losses due to a third array counter counting $\quad=2.5 \pm 0.3 \%$,
second beam particle arriving within $0.5 \mu \mathrm{sec}$ after event $=2.5 \pm 0.1 \%$.
accidental count causing two triggering reactions
to be "flagged" $=1.2 \pm 0.6 \%$.
(3) Loss of secondary $\pi^{+}$and $\pi^{-}$due to interaction in the apparatus $\quad=5.2 \pm 0.1 \%$,
(4) Selection of missing neutron by applying a $\chi^{2}$ cut loss $=4.5 \%$,
(5) Beam contamination: $2.5 \pm 2.0 \%$ muons; $0.4 \pm 0.2 \%$ electrons.
(6) Contribution of $\pi^{+} \pi^{-}\left(\pi^{0} n\right)$ final state $=-2.6 \pm 0.9 \%$.
(7) Beam attenuation in target $=2.4 \%$.
(8) Loss of events due to the dead space in the counter array $=1.7 \pm 0.1 \%$.
(9) Correction for the target walls
$=0.9 \pm 0.1 \%$.
(10) Contribution of $\mathrm{K}^{+} \mathrm{K}^{-}$or $\mathrm{p} \bar{p}$ final state to the $\pi^{+} \pi$ spectrum
$=0.7 \pm 0.1 \%$.
(11) Interaction loss of beam in front of the target $\quad=0.5 \pm 0.1 \%$.

The absolute calibration of the cross section was obtained from a sample of 42000 good events, which had been taken under particularly stable running conditions. Normalizing the result to the total number of events included in the present analysis, we find that one produced event corresponds to a cross section of

$$
\begin{equation*}
0.106 \pm 0.005 \mathrm{nb} . \tag{30}
\end{equation*}
$$

From this value and the fitted distribution of observed events one determines the production cross section for reaction (1) in the interval of $0.6<M_{\pi \pi}<0.94 \mathrm{GeV} / c^{2},|t|<0.15(\mathrm{GeV} / c)^{2}$ to be

$$
\sigma\left(\pi^{-} \mathrm{p} \rightarrow \pi^{-} \pi^{+} n\right)=(35.0 \pm 1.7) \mu \mathrm{b} .
$$



Fig. 12. $\pi^{+} \pi^{-}$invariant mass spectrum for events with $|t|<0.15 \mathrm{GeV}^{2} / c^{2}$, in $20 \mathrm{MeV} / c^{2} M_{\pi \pi}$ bins. Histogram: observed events. Dots: weighted observed events. Points with error bars: produced events.

## 4. Experimental results

## 4.1. $\pi^{+} \pi^{-}$mass spectrum

Using the methods described in sect. 3 we have determined the corrected number of events and their angular distribution in various $M_{\pi \pi}, t$ intervals. Fig. 12 shows the $\pi^{+} \pi$ mass spectrum in bins of $20 \mathrm{MeV} / c^{2}$ up to $M_{\pi \pi}=2 \mathrm{GeV} / c^{2}$ for $-t<0.15(\mathrm{GeV} / c)^{2}$. The solid line histogram represents the spectrum of observed events; the points correspond to the number of "accepted" or weighted observed events, see eq. (6); and finally the points with error bars give the number of produced events obtained from angular distribution fits in the Gottfried-Jackson frame, with $L_{\max }=6, M_{\max }=2$. The angular distribution in the $M_{\pi \pi}$ and $t$ range considered here was found not to contain any significant moments with $L>6$ or $M>2$, except perhaps for the $Y_{7}^{0}$ and $Y_{7}^{1}$ moments which show, as discussed in subsect. 4.2 , slight deviations from zero in the $g$-meson mass region. From fig. 12 it follows that production of the $\rho, \mathrm{f}$ and g resonances are clearly the dominant con-


Fig. 13. $\pi^{+} \pi^{-}$invariant mass spectrum in the interval $0.2<-t<0.4 \mathrm{GeV}^{2} / \mathrm{c}^{2}$.
tributions to the cross section in the considered range of variables. The error bars on the cross section increase with $\pi \pi$ mass owing to decreasing geometric acceptance and an increasing number of angular momentum states produced.

In fig. 12, and all subsequent figures, one produced event (i.e. one event in a distribution corrected for acceptance) corresponds to a cross section of ( $1.06 \pm 0.05$ ) $\times 10^{-34} \mathrm{~cm}^{2}$.

The $\rho$ and f mesons are observed with shoulders on their high mass sides. Whereas the shoulder around $980 \mathrm{MeV} / c^{2}$ just reflects the energy dependence of the $\pi \pi$ S-wave intensity (see subsect. 4.2), we have no explanation for the shoulder in the f region at around $1460 \mathrm{MeV} / c^{2}$ which is observed in both the moments $N\left\langle Y_{2}^{0}\right\rangle$ and $N\left\langle Y_{4}^{0}\right\rangle$.

We have examined our data for possible narrow structures in the mass spectrum. Finer mass binning than that of fig. 12 for low as well as for high values of $t$ could not establish any of the following effects which have been observed in $\pi^{+} \pi$ mass spectra, or other particle systems with the same allowed quantum numbers:
(i) the claimed four standard deviation peak centered at $665 \mathrm{MeV} / c^{2}$ in $\pi^{+} \pi^{-}$ effective mass [22];
(ii) narrow enhancements $[15,23,24]$ in the mass range $940-1020 \mathrm{McV} / \mathrm{c}^{2}$ :
(iii) $\eta_{\mathrm{N}}(1080)$ as described in the tables of the Particle Data Group [23,24]:
(iv) split $f$ meson $[23,24]$.

The only narrow structure that can be seen in the mass spectrum is that arising from $\rho-\omega$ interference at large $t$ values. A detailed analysis of these data will soon be published [25]. Fig. 13 shows the effect in our data for $0.2<|t|<0.4(\mathrm{GeV} / \mathrm{c})^{2}$.


Fig. 14. Mass dependence of $\pi^{+} \pi^{-}$angular distribution moments $\left\langle Y_{L}^{( }\right)$and $\left(Y_{L}^{1}\right.$ ) for ( fottiriedJackson frame. The values are averaged over the interval $1 t \mid<0.15$ ( $\mathrm{ceV}^{2} / \mathrm{c}^{2}$ and were obtained from fits determining all $\left\langle Y_{L}^{M}\right\rangle$ up to $I_{\text {max }}=6, M_{\max }=2$.


Fig. 15. Mass dependence of $N_{\text {prod }}^{\prime}\left\langle Y_{L}^{0}\right\rangle$ and $N_{\text {prod }}\left(Y_{L}^{\prime}\right)$ corresponding to pecifications of fig. 14.

### 4.2. Mass dependence of the $\pi^{+} \pi$ angular distribution

In fig. 14 we show for the Gottfried-Jackson frame the normalized spherical harmonic moments $\left\langle Y_{L}^{0}\right\rangle$ and $\left\langle Y_{L}^{1}\right\rangle$ of the $\pi^{+} \pi^{-}$angular distribution for $-t<0.15$ $(\mathrm{GeV} / c)^{2}$. The corresponding unnormalized moments $N\left\langle Y_{L}^{0}\right\rangle, N\left\langle Y_{L}^{1}\right\rangle$, where $N$ is the number of produced events per $M_{\pi \pi}$, $t$ bin, are plotted in fig. 15. The moments in figs. 14 and 15 were obtained from the same fits as the corrected mass spectrum of fig. 12. Moments with $M>2$ are found to be negligible in the range $-t<0.15$ ( $\mathrm{GeV} / c)^{2}$. Above $600 \mathrm{MeV} / c^{2}$ even the $Y_{L}^{2}$ moments are compatible with zero.

Below $600 \mathrm{MeV} / c^{2},\left\langle Y_{2}^{2}\right\rangle$ and $\left\langle Y_{3}^{2}\right\rangle$ rise to a small but statistically significant value of around 0.03 . While we cannot explain how this happens, it is possible that it may be due to a systematic bias in measurement or reconstruction of very small opening angle events.

Reaction (1) is known [17] to be dominated by one-pion exchange in the $t$ range considered in figs. 14 and 15. For one-pion exchange without absorption the angular distribution should contain only $Y_{L}^{0}$ moments in the Gottfried-Jackson frame. Thus the qualitative features of $\pi^{+} \pi^{-*}$ scattering can be discussed by considering the mass dependence of $\left\langle Y_{L}^{0}\right\rangle$ or $N\left\langle Y_{L}^{0}\right\rangle$ only.

First we recall that the highest moment $\left\langle Y_{L}\right\rangle$ generated by a certain angular momentum state $l$ is $\left\langle Y_{2 l}\right\rangle$, and that therefore the highest even $L$ moment $\left\langle Y_{2 l}\right\rangle$ will usually project out some pure spin $l$ part from the total $\pi \pi$ intensity. For instance, in the $\rho$ region $N\left\langle Y_{2}^{0}\right\rangle$ will give a better description of the shape of the $\rho$ resonance than the mass spectrum which contains a substantial amount of $\pi \pi \mathrm{S}$ wave. As can be seen from figs. 14 and 15 , the shoulder in the mass spectrum at $0.98 \mathrm{GeV} / c^{2}$ which is caused by a rapidly changing S -wave intensity is observed in the S-P interference term $N\left\langle Y_{1}^{0}\right\rangle$ but not in $N\left\langle Y_{2}^{0}\right\rangle$. Similar arguments hold for the terms $N\left\langle Y_{4}^{0}\right\rangle$ or $N\left\langle Y_{6}^{0}\right\rangle$ with respect to the shape of the f or g resonances, respectively. Of course the observed mass dependence of $N\left\langle Y_{6}^{0}\right\rangle$ simultaneously establishes the spin of the $g$ meson to be three, as already shown in a previous paper [3]*. We shall use these spin projection properties of the $L=2, L=4$, and $L=6$ moments in subsect. 4.6 to determine the resonance parameters of the $\rho$, f and g mesons respectively.

From the moments with odd $L$, one can learn about the interference between odd and even angular momentum states. For this purpose it is sometimes more instructive to look at the normalized moments $\left\langle Y_{L}^{M}\right\rangle$ rather than at $N\left\langle Y_{L}^{M}\right\rangle$. The quantity $\left\langle Y_{1}^{0}\right\rangle$ shows the well-known relatively constant behaviour in the $\rho$ region up to a mass of $0.98 \mathrm{GeV} / \mathrm{c}^{2}$. Then it drops abruptly to zero within an interval of $\sim 15 \mathrm{MeV} / c^{2}$. This sudden change of $\left(Y_{1}^{0}\right)$ at a $\pi^{+} \pi^{-}$mass of $0.98 \mathrm{GeV} / c^{2}$, together with the intensity drop at about the same mass, has been attributed [2,26,27]

[^1]

Fig. 16. doidu $\left(\pi^{+} \pi^{-} \rightarrow \pi^{+} \pi^{-}\right)$as a function of $u$. Fach curve represents a $\pi^{+} \pi^{-}$mass bin of 20 $\mathrm{MeV} / \mathrm{c}^{2}$ (the central value is written on the curve) and is displaced by $\frac{1}{2}$ scale unit. I scale unit $\simeq \hat{=} 20000$ events.
to the opening of the inelastic $K \bar{K}$ channel in $\pi^{+} \pi^{*}$ scattering. Furthermore, as the phase-shift analyses of our experiment [4.10,12] and the analysis of Protopescu et al. [28] have shown, the data indicate an extremely fast rising $I=0 \mathrm{~S}$-wave phase shift $\delta_{\mathrm{S}}^{0}$ in the mass region between $0.92 \mathrm{GeV} / c^{2}$ and KK threshold. Protopopescu et al. [28] have attributed the observed phenomenon to the joint effect of the opening of the KK channel and the presence of an $\mathrm{S}^{*}$ pole very close to the KK threshold. Between 1 and $2 \mathrm{GeV} / c^{2},\left\langle Y_{1}^{()}\right\rangle$rises almost linearly with the $\pi^{+} \pi$ mass.

An alternative explanation of the rapid drop of $\left\langle Y_{1}^{0}\right\rangle$ has been given by Odorico [29] in terms of a systematic appearance of amplitude zeros in $\pi \pi$ scattering. These should give minima in the $\pi^{+} \pi \rightarrow \pi^{+} \pi^{-}$angular distribution at constant

$$
u=\left[\begin{array}{ll}
p\left(\pi_{\mathrm{in}}\right) & p\left(\pi_{\mathrm{out}}^{+}\right) \tag{31}
\end{array}\right]^{2} .
$$

Fig. 16 shows [4] the angular distribution $\mathrm{d} \sigma / \mathrm{d} u$ for different intervals of $\pi \pi$ mass obtained from the moments of fig. 15. The minima indeed stay at approximately constant $u$.

The $Y_{3}^{0}$ moment becomes significantly non-zero above $M_{\pi \pi}=0.6 \mathrm{GeV} / c^{2}$, thus establishing clearly the presence of a D-wave in the $\rho$ region. After a smooth increase with mass, $N\left\langle Y_{3}^{0}\right\rangle$ changes its slope and crosses zero at $\sim 0.8 \mathrm{GeV} / \mathrm{c}^{2}$, indicating


Fig. 17. $\left\langle Y_{7}^{0}\right),\left(Y_{7}^{1}\right\rangle$ obtained from fits with $l_{\text {max }}=7 . M_{\text {max }}=1$. Other specifications as for fig. 14 .
that at this mass the complex P- and D-wave amplitudes in the Argand diagram become perpendicular to each other. (The corresponding behaviour of $N\left\langle Y_{3}^{1}\right\rangle$ is even more pronounced, though with opposite sign.) Between 0.8 and $1.2 \mathrm{GeV} / c^{2} . N\left\langle Y_{3}^{0}\right\rangle$ stays negative. showing that the phase angle between the P - and D-wave is $>90^{\circ}$ in this region. Above a mass of $1.1 \mathrm{GeV} / c^{2}$ the resonant D -wave amplitude changes rapidly with energy. At $1.2 \mathrm{GcV} / c^{2}$, just below the f -meson resonant mass. it becomes again perpendicular to the now relatively stationary P-wave amplitude, thus causing $N\left\langle Y_{3}^{0}\right\rangle$ to cross zero with positive slope. Positive $N\left\langle Y_{3}^{0}\right\rangle$ above $1.2 \mathrm{GeV} / \mathrm{c}^{2}$ also indicates that the real part of the $P$-wave is still negative in this mass region. Above $1.3 \mathrm{GeV} / \mathrm{c}^{2}$ the contribution of D.F interference to the $Y_{3}^{0}$ moment becomes important and causes a change in the $V\left\langle Y_{3}^{0}\right\rangle$ slope. $N\left\langle Y_{3}^{(0)}\right\rangle$ reaches a minimum at $1.5 \mathrm{GeV} / \mathrm{c}^{2}$, as does the $Y_{5}^{()}$moment, since D-F interference is now the dominant contribution to $N\left\langle Y_{3}^{0}\right\rangle$. With further increasing mass, $N\left\langle Y_{5}^{0}\right\rangle$ and $N\left\langle Y_{3}^{0}\right\rangle$ show a very similar behaviour.

The moment $N\left\langle Y_{5}^{0}\right\rangle$, representative of D-F interference, is already present at a mass of 1 (eVV/c ${ }^{2}$. Its mass dependence in the $f$ and $g$ regions can be discussed in complete analogy to that of $\mathcal{N}\left\langle Y_{3}^{0}\right\rangle$ in the $\rho$ and $f$ regions.

In a special angular distribution fit the moments $\left\langle Y_{7}^{0}\right\rangle$ and $\left\langle Y_{7}^{1}\right\rangle$ were not constrained to zero but included as free parameters. They are displayed in fig. 17.


Fig. 18. Fvent distribution in $\cos \theta$ after integration over $\phi$, for $|t| \leqslant 0.15(\mathrm{GeV} / \mathrm{c})^{2}$ for intervals of $M_{\pi \pi}$ : (A) $760 \leqslant M_{\pi \pi} \leqslant 780 \mathrm{MeV} / \mathrm{c}^{2}$, (B) $1260 \leqslant M_{\pi \pi} \leqslant 1280 \mathrm{McV} / c^{2}$. (C) $1700 \leqslant$ $M_{\pi \pi} \leqslant 1720 \mathrm{MeV} / \mathrm{c}^{2}$. Dots: measured distribution. Points with error bars: produced distribution. Continuous curve: results of fit.

Although $\left\langle Y_{7}^{0}\right\rangle$ and $\left\langle Y_{7}^{1}\right\rangle$ are compatible with zero over most of the mass range, there is an indication that these moments cross zero in the $g$ region in a way expected for a resonant $l=3$ wave interfering with an almost real $l=4$ amplitude.

In fig. 18 we show the distribution in $\cos \theta$ after integration over $\phi$, for $|t|$ $<0.15(\mathrm{GeV} / c)^{2}$, for intervals of $M_{\pi \pi}$ in the $\rho$-, f- and g -meson regions. The bare points show the number of events recorded, the points with error bars the number of events produced, calculated for those $\cos \theta$ values for which the acceptance was greater than 0.02 for all $\phi$. The continuous line gives the distribution fitted by the method of subsect. 3.5.1. As in all elastic scattering processes, the forward peak increases with increasing $\pi \pi$ energy.

The moments $\left\langle Y_{L}^{l}\right\rangle$ which are forbidden in the OPE model show a striking similarity to the $\left\langle Y_{L}^{0}\right\rangle$ moments in their mass dependence except for their opposite sign (figs. 14 and 15 ). This similarity can best be visualized by plotting the ratios $\left\langle Y_{L}^{0}\right\rangle /\left\langle Y_{L}^{1}\right\rangle$ which are shown in fig. 19 for regions where $\left|\left\langle Y_{L}^{1}\right\rangle\right|$ is not too small. These ratios (especially for even L) do not show the strong resonant behaviour of the original moments, but they all show the same trend of decreasing with increasing $\pi \pi$ mass. These properties of the ratios suggest that the helicity amplitudes for the production of $\pi \pi$ states with angular momentum $l$ factorize into the $\pi \pi$ partial-wave amplitudes $T_{l}$ and a weakly mass-dependent part, as suggested by Schlein [30,31].


Fig. 19. Mass dependence of $\operatorname{ratios}\left\langle Y_{L}^{0}\right\rangle /\left\langle Y_{L}^{1}\right\rangle$. The $\left\langle Y_{L}^{M}\right\rangle$ were determined in GottfriedJackson frame for $|t|<0.15 \mathrm{GeV}^{2} / c^{2}$.

The factorization property alone, however, does not account for the fact that these ratios have a rather smooth mass dependence over the entire mass interval considered in fig. 19, whereas the relative contributions of the various partial waves to one particular moment change. It has been shown recently by Ochs and Wagner [32] that this effect can be understood in terms of the "poor man's absorption model" [33] (see below) which predicts both the $\left\langle Y_{L}^{0}\right\rangle$ and the $\left\langle Y_{L}^{1}\right\rangle$ moments to be related to the same bilinear expression in the $\pi \pi$ amplitudes $T_{l}$, within certain approximations.


Fig. 20. Differential cross section as a function of $\sqrt{-i}$ for $\pi$-pair production in the $\rho, \mathrm{f}$ and g regions. do/dt, $\rho$ region: $0.7 \mathrm{GeV} / c^{2}<M_{\pi \pi}<0.85 \mathrm{GeV} / c^{2}$ fit with $L_{\max }=4, M_{\max }=2$; $\frac{1}{3} \mathrm{~d} \sigma / \mathrm{d} t$, f region: $1.17 \mathrm{GeV} / \mathrm{c}^{2}<M_{\pi \pi}<1.37 \mathrm{GeV} / c^{2}$ fit with $L_{\max }=5, M_{\max }=4$; $\frac{1}{10} \mathrm{~d} \sigma / \mathrm{d} t, \underline{g}$ region: $1.55 \mathrm{GeV} / c^{2}<M_{\pi \pi}<1.85 \mathrm{GeV} / c^{2}$ fit with $L_{\max }=6, M_{\max }=4$.

### 4.3. Differential cross section $\mathrm{d} \sigma / \mathrm{d} t$ for $\pi$-pair production in the $\rho, \mathrm{f}$ and g regions

In fig. 20 we have plotted the differential cross section $\mathrm{d} \sigma / \mathrm{d} t$ for $\pi^{+} \pi^{-}$produc. tion in the $\rho, \mathrm{f}$ and g regions as a function of $\sqrt{-t}$. For the $\rho$ region we chose the mass interval $0.7 \mathrm{GeV} / c^{2}<M_{\pi \pi}<0.85 \mathrm{GeV} / c^{2}$; for the f region $1.17 \mathrm{GeV} / c^{2}$ $<M_{\pi \pi}<1.37 \mathrm{GeV} / c^{2}$; and for the g region $1.55 \mathrm{GeV} / c^{2}<M_{\pi \pi}<1.85 \mathrm{GeV} / c^{2}$. The dip of the cross section in the forward direction for $-t<\mu^{2}$, a typical feature of one-pion exchange in reaction (1), is rather pronounced in the $\rho$ and f . For the g meson, values of $t \leqslant \mu^{2}$ become unphysical. In all three curves, $\mathrm{d} \sigma / \mathrm{d} t$ is only given for - $t$ values larger than the minimum physical $|t|$ of the highest mass in the chosen $M_{\pi \pi}$ interval. The differential cross sections $\mathrm{d} \sigma / \mathrm{d} t$ for $\rho$, f and g production


Fig. 21. $t$-dependence of $\left\langle Y_{L}^{M}\right.$ ) in the $\rho$ region ( $0.71 \mathrm{GeV} / c^{2}<M_{\pi \pi}<0.83 \mathrm{GeV} / c^{2}$ ) obtained from fits with $L_{\max }=2, M_{\max }=2$ in the Gottfried -J ackson and $s$-channel helicity frames.
show nearly identical behaviour for $-t<0.2\left(\mathrm{GeV} / c^{2}\right.$. At larger $|t|$ there are marked differences between the slopes of these three cross sections. All three slopes become flatter with increasing $|t|$, the largest effect being observed in the $\rho$. The differences in the slopes at large $|t|$ may be explained, as will be shown the next paragraphs, by different fractions of natural parity exchange in $\rho, \mathrm{f}$ and g production.

## 4.4. $t$-dependence of $\pi^{+} \pi^{*}$ angular distribution in the $\rho$-mass region and $\pi^{+} \pi^{--}$ production mechanism

Fig. 21 shows the $t$-dependence of the angular distribution moments for the Gottfried-Jackson frame in the $\rho$-mass region ( $0.7 \mathrm{GeV} / c^{2}<M_{\pi \pi}<0.85 \mathrm{GeV} / c^{2}$ ). The usual spin density matrix elements $\rho_{m_{1} m_{2}}^{l_{1} l_{2}}$ for a spin 0 and spin 1 mixture with the normalization $\rho_{00}^{00}+2 \rho_{11}^{11}+\rho_{00}^{11}=1$, are related to the normalized moments $\left\langle Y_{L}^{M}\right\rangle$ as follows:

$$
\begin{array}{ll}
\operatorname{Re} \rho_{00}^{01}=\sqrt{4 \pi} \frac{1}{2}\left\langle Y_{1}^{0}\right\rangle, & \operatorname{Re} \rho_{10}^{11}=\sqrt{4 \pi} \sqrt{5 / 3} \frac{1}{2}\left\langle Y_{2}^{1}\right\rangle \\
\operatorname{Re} \rho_{01}^{01}=\sqrt{4 \pi} \frac{1}{2}\left\langle Y_{1}^{1}\right\rangle, & \rho_{1-1}^{11}=\sqrt{4 \pi} \sqrt{5 / 6}\left\langle Y_{2}^{2}\right\rangle .  \tag{32}\\
\rho_{00}^{11} \rho_{11}^{11}=\sqrt{4 \pi} \sqrt{5} \frac{1}{2}\left\langle Y_{2}^{0}\right\rangle, &
\end{array}
$$

Corresponding relations for $l \leqslant 3$ are given in appendix $\mathbf{A}$.
Defining the relative contributions of natural and unnatural parity exchange to the cross section for $\pi^{+} \pi^{--}$production with helicity $\lambda$ as $\rho_{\lambda}^{n}$ and $\rho_{\lambda}^{\mathrm{u}}$, one obtains, in the Gottfried-Jackson frame, for the limit of large $s$, the relations [34]

$$
\begin{array}{ll}
\rho_{0}^{\mathrm{n}}=0, & \rho_{1}^{\mathrm{n}}=\rho_{11}^{11}+\rho_{1-1}^{11} \\
\rho_{0}^{\mathrm{u}}=\rho_{00}^{00}+\rho_{00}^{11} . & \rho_{1}^{\mathrm{u}}=\rho_{11}^{11}-\rho_{1 \cdot 1}^{11}
\end{array}
$$

From relations (32) and (33) it can be seen that the contributions $\rho_{0}^{\mathrm{u}}, \rho_{1}^{\mathrm{u}}$ and $\rho_{1}^{\mathrm{n}}$ cannot in general be determined from the observed angular distribution moments in a model-independent way; only upper and lower limits may be given. For instance, a lower limit for $\rho_{0}^{\mathrm{u}}$ is given by the quantity

$$
\rho_{00}^{11}+\frac{1}{3} \rho_{00}^{00}=\frac{1}{3}+\frac{1}{3} \sqrt{5(4 \pi)}\left\langle Y_{2}^{0}\right\rangle,
$$

which differs from $\rho_{0}^{\mathrm{u}}$ only by $\frac{2}{3} \rho_{00}^{00}$. In fig. 22 we have compared the differential cross section $\mathrm{d} \sigma / \mathrm{d} t$ to the helicity zero combination $\left(\rho_{00}^{11}+\frac{5}{3} \rho_{00}^{00}\right) \mathrm{d} \sigma / \mathrm{d} t$ which should project out the major contribution of $\pi$ exchange. Fig. 22 shows that $\pi^{+} \pi$ production with helicity zero by unnatural parity exchange is the dominant contribution to the cross section at low $|t|$ values. At $|t|$ around $1(\mathrm{GeV} / c)^{2}$ however, the $\rho$ meson is mainly produced in a state of helicity 1 . Furthermore, one can derive from eqs. (32) and (33) that this state of helicity 1 is produced almost entirely by natural parity exchange, since $\rho_{1}^{11}$, reaches almost its maximum possible value of $\frac{1}{2}$. From the data we find the limits $0.77 \leqslant \rho_{1}^{\mathrm{n}} \leqslant 0.93$ at $-t \approx 1(\mathrm{GeV} / c)^{2}$.

A more complete picture of the relative contributions of natural and unnatural parity exchange may be obtained from an eigenvalue analysis of the spin density matrix which has heen presented in a previous paper [8] for the spin 0 and 1 mixture in the $\rho$ region. Since the imaginary parts of the density matrix and one diagonal


Fig. 22. $t$-channel helicity zero combination of differential cross section, $\left(\rho_{(x)}^{11}+\frac{1}{3} \rho_{00}^{\infty}\right) \mathrm{d} \sigma / \mathrm{d} t$, in the $\rho$ region ( $0.71 \mathrm{GeV} / c^{2}<M_{\pi \pi}<0.83 \mathrm{GeV} / c^{2}$ ). $\mathrm{d} \sigma / \mathrm{d} t$ is also shown for comparison.
element are unknown, the eigenvalues cannot be determined exactly. However, the eigenvalues must lie within certain ranges for which the density matrix is positive definite for any value of the unmeasured elements. In practice, it turns out that in the $\rho$ region those ranges of the eigenvalues are rather smail so that a reasonably good determination of the eigenvalues is possible. From the four eigenvalues of the density matrix there is one corresponding to natural parity exchange only, and three eigenvalues corresponding to unnatural parity exchange. In fig. 23a we show the natural parity exchange eigenvalue $x^{\mathrm{n}}$ as a function of $\sqrt{\cdot t}$; in fig. 23b the three eigenvalues of unnatural parity exchange. Of the latter, only $x_{1}^{u}$ is of sizeable magnitude; $x_{2}^{\mathrm{u}}$ is very small, $x_{3}^{\mathrm{u}}$ has to be zero for theoretical reasons [8] and is shown here to be so experimentally. From fig. 23 it follows that the natural parity exchange contribution rises from $\sim 10 \%$ at $-t \approx 0$ to $\sim 90 \%$ at $-t \approx 1(\mathrm{GeV} / c)^{2}$.

We have made [5] a comparison between our data in the $\rho$ region and the predictions of William's absorption model [33]. Such a comparison has been done previously with SLAC data at $15 \mathrm{GeV} / c$ [35]. Williams' model, with equal form factors for the various helicity amplitudes, yields a parameter-free prediction for the moment ratios in the $s$-channel helicity frame. The experimental moment ratios in the $s$-channel helicity frame and the theoretical predictions for the $\rho$-mass region are plotted in fig. 24 as a function of $t$. They show remarkable agreement in the region $-t<0.08(\mathrm{GeV} / c)^{2}$. Large deviations, however, appear at higher values of $-t$, especially in the ratio $\left\langle Y_{2}^{1}\right\rangle /\left\langle Y_{2}^{2}\right\rangle$ where the model apparently cannot explain


Fig. 23. Eigenvalues of the spin 0,1 density matrix in the $\rho$ region as a function of $\sqrt{-t}:$ (a) the eigenvalue for natural parity exchange; (b) three eigenvalues for unnatural parity exchange.


Fig. 24. Measured moment ratios in the s-channel helicity frame for the $\rho$ region ( 0.71 (ie $\mathbf{V}^{2} \mathrm{c}^{2}$ $<M_{\pi \pi}<0.83\left(\mathrm{GeV} / \mathrm{c}^{2}\right)$ (ugether with the absolute predictions wi Wiliams absorption model.

 $\left(t+\mu^{2}\right):\left(t^{2}+M^{2} t+\mu^{4}\right)$.
the behaviour of the s-channel helicity $Y_{2}^{2}$ moment which reaches eero around $\sqrt{t}=0.3 \mathrm{GeV} / \boldsymbol{c}($ fig. 21). Furthermore, when performing the model comparison in different mass bins over the $\rho$ region, one finds deviations from the predicted curves changing systematically with $\pi^{+} \pi$ mass. The best agreement is in fact ob-


Fig. 25. Points with error bars give measurements of ( $\mathrm{d} \sigma / \mathrm{d} t)\left(\left\langle Y_{0}^{0}\right)+\sqrt{5}\left(Y_{2}^{0}\right\rangle+3\left\langle Y_{4}^{0}\right)\right.$ versus $\sqrt{-t}$ for $700<M_{\pi \pi}<850 \mathrm{MeV} / c^{2}$ (d $\sigma / \mathrm{d} t$ in arbitrary units). The lower curve shows the function $-c t /\left(t-\mu^{2}\right)^{2}$ fitted to the data. The upper (dashed) curve shows a fit to the data of the same function with measurement errors folded in.

An examination of the data at $|t| \lesssim 0.003(\mathrm{GeV} / c)^{2}$ can give information about $\mathrm{A}_{1}$ exchange. This would contribute helicity amplitudes with $m=0$, but without nucleon spin flip. These, unlike $\pi$ exchange, would not have to vanish at $t=0$, and if present would show up at low $|t|$.

In fig. 25 for $700<M_{\pi \pi}<850 \mathrm{MeV} / c^{2}$ we plot against $\sqrt{-t}$ the measured combination

$$
\sqrt{4 \pi} \frac{\mathrm{~d} \sigma}{\mathrm{~d} t}\left\{\left\langle Y_{0}^{0}\right\rangle+\sqrt{5}\left\langle Y_{2}^{0}\right\rangle+3\left\langle Y_{4}^{0}\right\rangle\right\}=\frac{\mathrm{d} \theta}{\mathrm{~d} t}\left\{\rho_{00}^{00}+3 \rho_{00}^{11}+5 \rho_{00}^{22}+2 \sqrt{5} \rho_{00}^{20}\right\},
$$

containing only $m=0$ amplitudes.
Following the Williams model [33] we fit the expression

$$
\frac{-c t \exp (A t)}{\left(t-\mu^{2}\right)^{2}}
$$

to the data (lower curve) with $c, A$ fitted parameters. The upper curve is a fit of the same function, but with measurement errors folded in. There is a statistically significant excess of $m=0$ intensity in the region $|t|<0.005(\mathrm{GeV} / \mathrm{c})^{2}$. If our estimates of our resolution in $t$ were wrong by a factor of 2 , the effect would not be significant; however, we can find no reason to revise these estimates.

 from fits with $I_{\text {max }}=5, M_{\text {max }}=4$ in the Gotffied Jackson frame.

 from fits with $I_{\text {max }}=6 . M_{\text {max }}=4$ in the Gottfied lacksonframe.

## 4.5. $t$-dependence of the $\pi^{+} \pi$ angular distribution in the $f$ and $g$ regions

Figs. 26 and 27 display the angular distribution moments in the Gottfried Jackson frame as a function of $\sqrt{t}$ for the $f$ and $g$ regions, respectively. We do not show the $L=3$ and $L=5$ moments, since they either cross $\angle$ ero at the resonance mass or vary rapidly over the resonance so that their average magnitude depends very much on the mass interval chosen. In the $f$ region one may notice that $\left\langle Y_{4}^{0}\right\rangle$. $\left\langle Y_{4}^{1}\right\rangle$, and $\left\langle Y_{4}^{2}\right\rangle$ show a behaviour rather similar to the corresponding $L=2$ moments in the $\rho$ region. In particular. from the large negative values of $\left\langle Y_{4}^{0}\right\rangle$ and $\left\langle Y_{4}^{2}\right\rangle$ at $t \sim 1(\mathrm{GeV} / c)^{2}$, it follows that at large $|t|$, production by natural parity exchange in the $t$-channel helicity-one state is the dominant contribution to the cross section. From the $L=4$ moments at $t \sim 1 \mathrm{GeV}^{2}$ we find as limits for matural parity exchange in f production

$$
0.75 \geqslant\left(\rho_{1}^{n}=\rho_{11}^{22}+\rho_{1}^{22}, 1\right) \geqslant 0.60 .
$$

This result for the fraction $\rho_{1}^{\mathrm{n}}$ is smaller than the corresponding one for the $\rho$ region. The relative decrease of the large $t$ cross section with increasing $\pi \pi$ mass which we observed in fig. 20 may therefore be related to the decrease of the natural parity exchange contribution.

In the g -meson region (fig. 27) one finds again a certain analogy between the $t$ dependence of $\left\langle Y_{6}^{0}\right\rangle,\left\langle Y_{6}^{1}\right\rangle,\left\langle Y_{6}^{2}\right\rangle$, and that of the corresponding moments in the f and $\rho$ regions with $L=4$ and $L=2$, respectively. Also in $g$-meson production, natural parity exchange seems to become substantial at large $|t|$.

At small $t$ the data may be diescribed again the by the poor man's absorption model [33]. The nucleon flip amplitude $A_{L}^{-}$for production of a ( $\pi \pi$ ) state with spin $l$, helicity $|m|=1$ with unnatural parity exchange in the $s$-channel frame has a $t$-dependence:

$$
A_{L}^{-} \sim \frac{2 t}{t-\mu^{2}}-C_{\mathrm{A}} .
$$

The parameter $C_{\mathrm{A}}$ describes the absorptive correction to the pion exchange pole; $C_{\mathrm{A}}=1$ corresponds to the choice of the Williams' model in agreement with the data in the $\rho$ region. A direct measure of $C_{\mathrm{A}}$ is provided by the position, $t_{0}$, of the zero of the moments $\left\langle Y_{L}^{1}\right\rangle$, which are linearly related to the amplitudes $A_{L}^{-}$(one finds $\left.C_{\mathrm{A}}=-2 t_{0} /\left(\mu^{2}-t_{0}\right)\right)$. Our measurement of the $t$-dependence of those moments is shown in figs. 28 and 29 for different $M_{\pi \pi}$ intervals. It is seen that while $\left\langle Y_{L}^{1}\right.$ 〉 vanishes at $t=-\mu^{2}\left(C_{\mathrm{A}}=1\right)$ for $M_{\pi \pi} \leqslant 800 \mathrm{MeV} / c^{2}$, this zero clearly moves towards $t=0$ with increasing $M_{\pi \pi}$. We have checked that the inclusion of nucleon non-flip amplitudes and of the amplitudes for helicity $m=2$ production cannot change the position of the zero, $t_{0}$, by more than $2 \%$.

The observed behaviour of the moments at our small $t$ values is therefore a further piece of evidence for the effect that the strength of the absorptive correction $\left(C_{\mathrm{A}}\right)$ decreases with increasing mass, as has been pointed out recently $[32,36]$.

### 4.6. Breit-Wigner fits to the $f$ and $g$ mesons

In principle the masses and widths of resonances are best determined by a phaseshift analysis, as discussed in subsect. 4.7. However, since this has not been, and indeed often could not be, done for most of the values reported in the literature, we give here the results of a rather direct determination of the "Breit-Wigner" parameters of the $\rho$, f and g mesons, as measured in this experiment. These have been obtained [37] by fitting Breit-Wigner forms to the distribution of the unnormalized moments $N\left\langle Y_{2 l}^{M}\right\rangle, l=1,2,3$, for $M=0$ and 1 . As already discussed in subsect. 4.2, such a procedure gives more reliable results than a fit to the mass spectrum, in which the form and magnitude of the non-resonant background in the resonance region are unknown. Only partial waves with angular momenta $l>1(l>2, l>3)$ contribute background to the intensities fitted for the $\rho(\mathrm{f}, \mathrm{g})$ mesons by this method. From fig. 15 we see that these partial waves are negligible in these resonance regions.


Fig. 28. $\left(Y_{1}^{1}\right)$ and $\left\langle Y_{2}^{1}\right\rangle$ versus $|t|$ for a set of $M_{\pi \pi}$ intervals $0.4<M<1.4 \mathrm{GeV} / c^{2}$


Fig. 29. $\left\langle Y_{3}^{\mathbf{1}}\right\rangle$ and $\left\langle Y_{4}^{1}\right\rangle$ versus $|t|$ for a set of $M_{\pi \pi}$ intervals $0.8<M<1.4 \mathrm{GeV} / \mathrm{c}^{2}$.
For the fits we used the usual "relativistic" Breit-Wigner form, modified by the energy dependence of the Chew- Low equation to correct for the off-mass-shell pion [38]:

$$
\begin{equation*}
\frac{\mathrm{d} \sigma}{\mathrm{~d} E} \propto \frac{E^{2}}{q} \frac{E_{0}^{2} \Gamma^{2}}{\left(E^{2}-E_{0}^{2}\right)^{2}+E_{0}^{2} \Gamma^{2}} \tag{34}
\end{equation*}
$$

with the energy dependence of $\Gamma$ given by [39]

$$
\begin{equation*}
\Gamma=\Gamma_{0}\left(\frac{q}{q_{0}}\right)^{2 l+1} \frac{D_{l}\left(q_{0} R\right)}{D_{l}(q R)} . \tag{35}
\end{equation*}
$$

In these formulae $E$ is the c.m. energy of the excited dipion state, $q$ the c.m. momentum of each of the decay pions, $l$ the resonance angular momentum; $R$ is the range parameter, and $D_{l}$ are angular momentum barrier penetration factors. $E_{0}$

Table 3
Results of fits of a Breit--Wigner expression for the $\rho$ meson

| Quantity <br> fitted | $t$ range <br> $(\mathrm{GeV} / c)^{2}$ | $E_{\rho}$ <br> $(\mathrm{MeV})$ | $\Gamma_{\rho}$ <br> $(\mathrm{MeV})$ | $R_{\rho}$ <br> $(\mathrm{GeV} / c)^{-1}$ | $x^{2}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |$\quad$ NDF | $x^{2} \mathrm{NDF}$ |
| :--- |
| $Y_{2}^{0}$ |

Table 4
Results of fits of a Breit Wigner expression for the f meson

| Quantity fitted | $\begin{aligned} & t \text { range } \\ & (\mathrm{GeV} / c)^{2} \end{aligned}$ | $E_{\mathrm{f}}$ (MeV) | $\begin{aligned} & \mathrm{If}_{\mathrm{f}} \\ & (\mathrm{MeV}) \end{aligned}$ | $\begin{aligned} & R_{\mathrm{f}} \\ & (\mathrm{GeV} / c)^{-1} \end{aligned}$ | $x^{2}$ | NIJF | $\chi^{2} \mathrm{NDF}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $Y_{4}^{0}$ | 0.005-0.15 | $1273 \pm 3$ | $183 \pm 3$ | $5.4 \pm 1.3$ | 41.61 | 21 | 1.98 |
| $Y_{4}^{1}$ | $0.005 \cdots 0.15$ | $1235 \pm 4$ | $180 \pm 11$ | $6.7 \sim \infty$ | 12.69 | 21 | 0.62 |
| $I_{4}$ | 0.005-0.15 | $1258 \pm 4$ | $192 \pm 9$ | $10.1{ }_{-4.2}^{+\infty}$ | 23.02 | 21 | 1.15 |
| $I_{4}^{0}$ | 0.005-0.15 | $1267 \pm 4$ | $187 \pm 8$ | 7.1 -1.9 | 29.55 | 21 | 1.48 |
| $Y_{4}^{0}$ | 0.005-0.07 | $1269 \pm 4$ | $181+9$ | $5.1 \pm 1.5$ | 38.12 | 21 | 1.82 |
| $Y_{4}^{1}$ | 0.005-0.07 | $1228 \pm 5$ | $167 \pm 13$ | $6.1 \sim \infty$ | 27.19 | 21 | 1.30 |
| $I_{4}$ | 0.005-0.07 | $1255 \pm 4$ | $187 \pm 11$ | $8.8{ }_{-2.6}^{+\infty}$ | 35.59 | 21 | 1.65 |
| $I_{4}^{0}$ | $0.005 \quad 0.07$ | $1264 \pm 5$ | $185 \pm 11$ | 6.7 | 31.48 | 21 | 1.50 |
| $Y_{4}^{0}$ | 0.07-0.4 | $1272 \pm 5$ | 156:9 | $3.6+0.9$ | 35.02 | 21 | 1.67 |
| $Y_{4}^{1}$ | 0.07-0.4 | $1247 \pm 5$ | $196 \pm 14$ | $7.4 \sim \infty$ | 30.68 | 21 | 1.46 |
| $I_{4}$ | 0.07-0.4 | $1261+4$ | $188+10$ | $9.1 \sim \infty$ | 28.26 | 21 | 1.35 |
| $I_{4}^{0}$ | 0.07-0.4 | $1267 \pm 5$ | $172 \pm 9$ | 5.1 + -1.0 | 34.37 | 21 | 1.64 |
| phase-shift analysis B | 0.01-0.15 | $1279 \pm 3$ | $202 \pm 6$ | $5.3 \pm 1.2$ |  |  |  |

Table 5
Results of fits of a Breit - Wigner expression for the g meson

| Quantity <br> fitted | $t$ range <br> $(\mathrm{GeV} / c)^{2}$ | $E_{\mathrm{g}}$ <br> $(\mathrm{MeV})$ | $\Gamma_{\mathrm{g}}$ <br> $(\mathrm{MeV})$ | $R_{\mathrm{g}}$ <br> $(\mathrm{GeV} / c)^{-1}$ | $\mathrm{x}^{2}$ | NDF | $\mathrm{x}^{2} \mathrm{NDF}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $Y_{6}^{0}$ | $0.015-0.15$ | $1703 \pm 5$ | $190 \pm 13$ | $4.9 \sim \infty$ | 18.15 | 18 | 1.01 |
| $Y_{6}^{1}$ | $0.015-0.15$ | $1674 \pm 9$ | $188 \pm 29$ | $4.9 \sim \infty$ | 16.52 | 18 | 0.92 |
| $I_{6}$ | $0.015-0.15$ | $1693 \pm 8$ | $200 \pm 18$ | $9.1 \pm-4.7$ | 10.58 | 18 | 0.59 |
| $I_{6}^{0}$ | $0.015-0.15$ | $1696 \pm 5$ | $182 \pm 12$ | $8.5 \sim \infty$ | 25.10 | 18 | 1.40 |
| phase-shift |  |  |  |  |  |  |  |
| analysis B | $0.01-0.15$ | $1713 \pm 4$ | $228 \pm 10$ | $6.4 \pm 4$ |  |  |  |

denotes the resonant energy, $\Gamma_{0}$ the width of the resonance, and $q_{0}$ the momentum of a decay pion at resonance. The parameters $E_{0}, \Gamma_{0}$, and $R$ were fitted by a least squares method. Details of the fitting procedure will be given elsewhere [37]. The results for the $\rho$, f . and g mesons are summarized in tables 3.4 and 5 , respectively. These tables also give the values of $E_{0}, I_{0}$ and $R$ determined by a phase-shift analysis of the same data (see subsect. 4.7.2 below).

It is seen that the resonant energies $E_{0}$ from the fits to $N\left\langle Y_{2 l}^{0}\right\rangle$ are consistently higher than those from $N\left\langle Y_{2 l}^{1}\right\rangle$; this is a consequence of the increase of the ratio $\left|\left\langle Y_{I}^{0}\right\rangle /\left\langle Y_{L}^{1}\right\rangle\right|$ with increasing mass. as shown in fig. 19. This exposes the disadvantage of fitting these individual moments, namely that they project out only part of the intensity of the resonant wave, and this fraction changes over the resonance. However, it is possible to project out the full intensity of the resonant wave under the assumption that one-pion exchange with absorption is the dominant production mechanism. From this it may be shown [10] that in the $t$ range considered. only $s$-channel nucleon helicity flip amplitudes are present, and that these amplitudes are relatively real for a given spin $l$ of the $\pi \pi$ system. These assumptions have been confirmed experimentally in the $\rho$ meson region [8], and are supported by the evidence at higher masses. In the $t$-channel, all moments $\left\langle Y_{L}^{M}\right\rangle$ with $\left.M\right\rangle 1$ are zero within the $t$ interval considered, which together with the above assumptions results in simple relations between the $M=0$ and 1 moments and the relevant helicity amplitudes $f_{l}^{m}$ (which all correspond to nucleon helicity flip in the $s$-channel):

$$
N\left\langle Y_{2 l}^{0}\right\rangle=\alpha_{l}\left(f_{l}^{0}\right)^{2}+\beta_{l}\left(f_{l}^{1}\right)^{2}, \quad N\left\langle Y_{2 l}^{1}\right\rangle=\gamma_{l} f_{l}^{0} f_{l}^{1}
$$

These equations may be solved [37] for the real amplitudes $f_{l}{ }^{0}$ and $f_{l}{ }^{1}$, which yield the total intensity of the spin $l$ partial waves:

$$
I_{2 l}=I_{2 l}^{0}+I_{2 l}^{1}=\left(f_{l}^{0}\right)^{2}+\left(f_{l}^{1}\right)^{2} .
$$

The results of fits of the Breit -Wigner expression (34) to the partial wave intensities $I_{2 l}$ are also given in tables $3-5$, and the calculated intensities together with the fitted curves are displayed in fig. 30 . In addition, results of fits to only the helicity zero part of the intensities $\left(I_{L}^{0}\right)$ are given, since it may be argued that these represent the "real" resonances, undistorted by the effects of absorption.

The values of our parameters are generally compatible with the world average values [24]. For the $\rho$ meson, for which many high statistics samples exist, our results clearly show the large differences between the various distributions examined. The $t$ range chosen for the fits was such as to exclude any significant effect from $\rho-\omega$ interference. In the case of the f meson, there are even large discrepancies in the reported widths; in fact, the distribution is double-peaked [24] around 130 and 175 MeV . In order to investigate a possible $t$-dependence of the width which might give rise to this difference, the data were also divided into two $t$ bins which were fitted separately (table 4). No significant difference was found, our results clearly


Fig. 30. $\pi^{+} \pi^{-}$intensities (a) $I_{2}(l=1)(\mathrm{b}) I_{4}(l=2)(\mathrm{c}) I_{6}(l=3)$ in the $\rho, \mathrm{f}, \mathrm{g}$ resonance regions. The curves are Breit-Wigner fits.
favouring the larger valuc. For the $g$ meson, agreement is good, but the data-table values are strongly pulled away from our values by one experiment of Matthews et al. [40], which gives both a mass and width statistically well below the average.

## 4.7. $\pi \pi$ phase shifts

In this section we mention briefly the results of a number of $\pi \pi$ scattering phaseshift analyses which have been performed on our data. In fig. 31 we compare the resulting $I=0 \mathrm{~S}$-wave phase shifts, obtained from these analyses, with one another and with those found by Protopopescu et al. [28] from the reaction $\pi^{-} p$ $\rightarrow \Delta^{++} \pi^{+} \pi^{-}$at $7.1 \mathrm{GeV} / \mathrm{c}$.

### 4.7.1. (A) Pole extrapolation in $M_{\pi \pi}$ range $500-1500 \mathrm{MeV} / \mathrm{c}^{2}$

An analysis has been carried out in the $\pi \pi$-mass region between $0.5 \mathrm{GeV} / c^{2}$ and $1.5 \mathrm{GeV} / c^{2}$. An account of the procedure has been given in a conference report [4]. In this analysis the on-shell $\pi \pi$ scattering cross section to which the phase shifts were fitted was obtained by extrapolating the observed $t$-channel helicity moments
with $M=0$ to the pion pole, using the Chew • Low extrapolation formula multiplied by a Dürr- Pilkuhn form factor and by a second-order polynomial in $t$. As further constraints for the phase shifts in some of the fits, expressions for the $t$-dependence of the $M=1$ moments were also used. These have been derived by Froggatt and Morgan in a study of the kinematic singularities for the considered reaction [41]. The mass-dependence of the phase shifts was not parametrized, i.e. an energy-independent phase-shift analysis was performed yielding one (or several ambiguous) phaseshift values for every $\pi \pi$-mass bin.

The resulting $I=0 \mathrm{~S}$-wave phase shift is shown in fig. 31. In the mass range $700900 \mathrm{MeV} / \mathrm{c}^{2}$, two S -wave solutions were found (the "up-down" ambiguity). However above $900 \mathrm{MeV} / c^{2}$ the "up" branch did not yield a solution, and could thus be ruled out.

### 4.7.2. (B) Parametrization in $M_{\pi \pi}$ range 600 - $1900 \mathrm{McV} / \mathrm{c}^{2}$

A mass dependent and a mass independent analysis have been carried out in the $\pi \pi$-mass range $600-1900 \mathrm{MeV} / c^{2}$. The work is described in detail elsewhere [10]. The basic assumptions of this analysis are that $s$-channel helicity amplitudes with nucleon flip dominate; that helicity amplitudes for production of a $\pi \pi$ system with spin $l$ are in phase for each natural and unnatural exchange amplitude separately; and that the relative phase between natural and unnatural exchange amplitudes is independent of $l$.

This analysis has led to a fairly satisfactory parametrization of the moments shown in figs. 14 and 15 . The resulting S -wave $I=0$ phase shifts are shown in fig. 31. Fig. 32 shows the Argand diagrams for the S-, P-, D- and F-wave amplitudes. The $\chi^{2}$ for the fit is considerably improved by including a spin 1 resonance whose mass, width, and elasticity are determined to be $1590 \pm 20 \mathrm{MeV} / \mathrm{c}^{2}$, and 0.25 respectively. The resonance parameters determined for the $\rho, f$ and $g$ mesons are given in tables 3.4 and 5 .

### 4.7.3. (C) Mass-independent fit in $M_{\pi \pi}$ range $440-1400 \mathrm{MeV} / \mathrm{c}^{2}$

This amplitude analysis [13] has been carried out both by using the one postulate that there is only $\pi$ unnatural parity exchange (no $A_{1}$ exchange), and also by adding the constraint that the different P-wave helicity states are in phase. These two analyses give consistent results. The preferred S-wave solution from this analysis is shown in fig. 31.
4.7.4. (D) Coupled channel analysis in $M_{\pi \pi}$ range $900 \quad 1120 \mathrm{MeV} / \mathrm{c}^{2}$

An energy-dependent phase-shift analysis has been carried out [12] using not only the data of reaction (1) from this experiment, but also data from our measurements [11] of the reactions

$$
\pi^{+} \mathrm{p} \rightarrow \pi^{+} \pi^{+} \mathrm{n}
$$

for the $I=2$ scattering, and our measurements [12] of
G. (irayer et al., Migh statistics study of the reaction $\pi^{-} \mathrm{p} \cdot \pi^{-} \pi^{+} n$


Fig. 32. Argand diagrams ( $\operatorname{Im} T_{l}^{J}$ versus Re $T_{l}^{I}$ ) for the partial-wave amplitudes from the energydependent fit. Numbers indicate the $\pi \pi$ mass in $\mathrm{MeV} / \mathrm{c}^{2}$.

$$
\pi^{-} p \rightarrow K^{+} K^{-} n
$$

to include a direct mesurement of the contribution from the main inelastic amplitude. The S-wave phase shift resulting from this analysis is shown in fig. 31.

### 4.7.5. (E) Mass-dependent fit in $M_{\pi \pi}$ range $600 \quad 920 \mathrm{MeV} / \mathrm{c}^{2}$

A mass-dependent amplitude analysis in the $\pi \pi$-mass range $600 \cdot 920 \mathrm{MeV} / c^{2}$ has been carried out [ 9 ], assuming the P-wave to be given by a Breit Wigner function, and assuming the different M -states to be in phase. The resulting S -wave $\pi \pi$ phase shift is shown in fig. 31.

### 4.7.6. Discussion of results

The various analyses of the data from this experiment and that of Protopopescu et al. [28] all agree qualitatively for the $S$-wave $I=0$ phase shift. In particular they

Table 6
$S^{*}$ parameters

| Analysis | Mass <br> $\left(\mathrm{MeV} / c^{2}\right)$ | $\Gamma=2 \operatorname{Im} E_{0}$ <br> $\left(\mathrm{MeV} / c^{2}\right)$ |
| :--- | :---: | :--- |
| This experiment B (ref. [10]) | $1007 \pm 20$ | $30 \pm 10$ |
| This experiment C (ref. [13]) | 997 | 10 |
| This experiment D (ref. [12]) | $1012 \pm 6$ | $32 \pm 10$ |
| Protopopescu et al.(ref. [28]) | $997 \pm 5$ | $54 \pm 16$ |

all choose the solution shown in fig. 31 and not the alternative ambiguous phase shift around $800-900 \mathrm{MeV} / c^{2}$. This choice is compatible with recent data on $\pi^{0} \pi^{0}$ production $[42,13]$. A consequence of this choice has been to rule out an earlier suggestion [43] that the best set of amplitudes describing reaction (1) required a phase between different helicity P-wave amplitudes.

We confirm with good statistical significance that the $S$-wave passes through resonance $\left(270^{\circ}\right)$ around $M_{\pi \pi}=1.25 \mathrm{GeV} / c^{2}$, as has been pointed out by Beaupre et al. [44] and Carrol et al. [45].

The $S$-wave inelasticity at $K \bar{K}$ threshold requires some virtual bound state above, or resonance below, threshold. Table 6 gives the parameters determined for this state by three analyses of our data $[10,12,13]$ and that of Protopopescu et al. [28]. These determinations are consistent within their quoted errors.

In the range $1020-1120 \mathrm{MeV} / \mathrm{c}^{2}$ our S -wave phase shifts are clearly incompatible with those found by Protopopescu et al. [28]. This arises from different choices among ambiguous solutions, and it is not yet clear whether either one can be ruled out decisively.
$\pi \pi$ scattering phase shifts have been determined by measuring different reactions, for example $\pi^{+} p \rightarrow \Delta^{++} \pi^{+} \pi^{-}$[28] as well as reaction (1). In a given reaction they have been determined for widely varying total reaction energy. The resulting phase shifts are strikingly similar. In this experiment our analysis of subsect. 4.7.2 has found plausible, though not yet compelling, evidence for a $\rho^{\prime}$ meson ( $J^{P}=1^{-}$) at mass around $1600 \mathrm{MeV} / c^{2}$. This result, like the phase shift behaviour at $K \overline{\mathrm{~K}}$ threshold, shows elastic phase-shift behaviour related to processes occurring in inelastic $\pi \pi$ scattering. The over-all consistency gives support to the conclusion that the analysis of $\pi \pi$ scattering is approaching the precision that has been achieved in our knowledge of $\pi$-nucleon scattering.

We would like to thank Professor J. Heisenberg for his work in the early stage of preparing the experiment, Dr. G. Lutz for valuable discussions, Mrs. C. Ponting and Miss G. Waltermann for their assistance in our data processing, and Messrs. L. Bonet, L. Hubbeling, W. Mayr and M. Poeschel for their contributions to the construction of the apparatus.

## Appendix

We give here the relationships between the spherical harmonics $\left\langle Y_{L}^{M}\right\rangle$ of the $\pi \pi$ angular distribution and the spin density matrix elements $\rho_{M_{1} M_{2}}^{L_{1}} L_{2}$ for $L \leqslant 3$.

| $\sqrt{4 \pi}\left\langle Y_{0}^{0}\right\rangle \equiv 1$ | $\begin{aligned} & +1.000 \rho_{00}^{00} \\ & +2.000 \rho_{11}^{22} \\ & +2.000 \rho_{22}^{33} \end{aligned}$ | $\begin{aligned} & +1.000 \rho_{00}^{11} \\ & +2.000 \rho_{22}^{22} \\ & +2.000 \rho_{33}^{33} \end{aligned}$ | $\begin{aligned} & +2.000 \rho_{11}^{11} \\ & +1.000 \rho_{00}^{33} \end{aligned}$ | $\begin{aligned} & +1.000 \rho_{00}^{22} \\ & +2.000 \rho_{11}^{33} \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\sqrt{4 \pi}\left\langle Y_{1}^{0}\right\rangle$ | $\begin{aligned} & +2.000 \rho_{00}^{10} \\ & +3.312 \rho_{11}^{32} \end{aligned}$ | $\begin{aligned} & +1.789 \rho_{00}^{21} \\ & +2.619 \rho_{22}^{32} \end{aligned}$ | $+3.098 \rho_{11}^{21}$ | $+1.757 \rho_{00}^{32}$ |
| $\sqrt{4 \pi}\left\langle\operatorname{Re} Y_{1}^{1}\right\rangle$ | $\begin{array}{r} +2.000 \rho_{10}^{10} \\ 1.014 \rho_{01}^{32} \\ +2.268 \rho_{32}^{32} \end{array}$ | $\begin{array}{r} 0.894 \rho_{01}^{21} \\ +1.434 \rho_{10}^{32} \end{array}$ | $\begin{aligned} & +1.549 \rho_{10}^{21} \\ & -0.586 \rho_{12}^{32} \end{aligned}$ | $\begin{aligned} & +2.191 \rho_{21}^{21} \\ & +1.852 \rho_{21}^{32} \end{aligned}$ |
| $\sqrt{4 \pi}\left\langle Y_{2}^{0}\right\rangle$ | $\begin{aligned} & +0.894 \rho_{00}^{11} \\ & +0.639 \rho_{11}^{22} \\ & +2.869 \rho_{11}^{31} \end{aligned}$ | $\begin{array}{r} +0.894 \rho_{11}^{11} \\ \cdots 1.278 \rho_{22}^{22} \\ +0.894 \rho_{11}^{33} \end{array}$ | $\begin{aligned} & +2.000 \rho_{00}^{20} \\ & +1.757 \rho_{00}^{31} \\ & -1.491 \rho_{33}^{33} \end{aligned}$ | $\begin{aligned} & +0.639 \rho_{00}^{22} \\ & +0.596 \rho_{00}^{33} \end{aligned}$ |
| $\sqrt{4 \pi}\left\langle\operatorname{Re} Y_{2}^{1}\right\rangle$ | $\begin{array}{r} +1.549 \rho_{10}^{11} \\ -1.014 \rho_{01}^{31} \\ +1.155 \rho_{21}^{33} \end{array}$ | $\begin{aligned} & +2.000 \rho_{10}^{20} \\ & +1.656 \rho_{10}^{31} \\ & +1.491 \rho_{32}^{33} \end{aligned}$ | $\begin{aligned} & +0.639 \rho_{10}^{22} \\ & +0.422 \rho_{10}^{33} \end{aligned}$ | $\begin{aligned} & +1.565 \rho_{21}^{22} \\ & +1.852 \rho_{21}^{31} \end{aligned}$ |
| $\sqrt{4 \pi}\left\langle\operatorname{Re} Y_{2}^{2}\right\rangle$ | $\begin{aligned} & -1.095 \rho_{11}^{11} 1 \\ & +0.586 \rho_{11}^{31} 1 \\ & +2.268 \rho_{31}^{31} \end{aligned}$ | $\begin{gathered} -0.782 \rho_{1-1}^{22} \\ -0.730 \rho_{1-1}^{33} \\ 0.943 \rho_{31}^{33} \end{gathered}$ | $\begin{aligned} & +2.000 \rho_{20}^{20} \\ & +1.309 \rho_{20}^{31} \end{aligned}$ | $\begin{array}{r} -1.278 \rho_{20}^{22} \\ 1.333 \rho_{20}^{33} \end{array}$ |
| $\sqrt{4 \pi}\left\langle Y_{3}^{0}\right\rangle$ | $\begin{aligned} & +1.757 \rho_{00}^{21} \\ & +0.843 \rho_{11}^{32} \end{aligned}$ | $\begin{aligned} & \cdots 2.028 \rho_{11}^{21} \\ & --2.667 \rho_{22}^{32} \end{aligned}$ | $+2.000 \rho_{00}^{30}$ | $+1.193 \rho_{00}^{32}$ |
| $\sqrt{4 \pi}\left\langle\operatorname{Re} Y_{3}^{1}\right\rangle$ | $\begin{aligned} & +1.434 \rho_{01}^{21} \\ & +2.000 \rho_{10}^{30} \\ & -0.943 \rho_{32}^{32} \end{aligned}$ | $\begin{aligned} & +1.656 \rho_{10}^{21} \\ & +0.894 \rho_{10}^{32} \end{aligned}$ | $\begin{aligned} & -0.586 \rho_{21}^{21} \\ & +1.461 \rho_{12}^{32} \end{aligned}$ | $\begin{aligned} & +0.422 \rho_{01}^{32} \\ & +1.155 \rho_{21}^{32} \end{aligned}$ |
| $\sqrt{4 \pi}\left\langle\operatorname{Re} Y_{3}^{2}\right\rangle$ | $\begin{gathered} 1.852 \rho_{1}^{21} 1 \\ +2.000 \rho_{20}^{30} \end{gathered}$ | $\begin{aligned} & +1.309 \rho_{20}^{21} \\ & +1.491 \rho_{31}^{32} \end{aligned}$ | $1.333 \rho_{02}^{32}$ | . $1.155 \rho_{1-1}^{32}$ |
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[^1]:    * An inefficiency in our reconstruction program had led to negative $Y_{6}^{0}$ moments for certain mass intervals below the g meson, as shown in early moment plots of ref. [3]. This error is now eliminated.

